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WRIGHT-FISHER STOCHASTIC HEAT EQUATIONS WITH

IRREGULAR DRIFTS

CLAYTON BARNES, LEONID MYTNIK, AND ZHENYAO SUN

Abstract. Consider [0, 1]-valued solutions to the one-dimensional stochastic heat equa-
tion

∂tut =
1

2
∆ut + b(ut) +

√

ut(1− ut)Ẇ

where b(1) ≤ 0 ≤ b(0) and Ẇ is a space-time white noise. In this paper, we establish
the weak existence and uniqueness of the above equation for a class of drifts b(u) that
may be irregular at the points where the noise is degenerate, that is, at u = 0 or u = 1.
This class of drifts includes non-Lipschitz drifts like b(u) = uq(1−u) for every q ∈ (0, 1),
and some discontinuous drifts like b(u) = 1(0,1](u) − u. This proves weak uniqueness
for stochastic reaction-diffusion equations with Wright-Fisher noise and irregular drifts
at zero, and demonstrates a regularization effect of the multiplicative space-time white
noise without assuming the standard assumption that the noise coefficient is Lipschitz
and non-degenerate.

The method we apply is a further development of a moment duality technique that
uses branching-coalescing Brownian motions as the dual particle system. To handle an
irregular drift in the above equation, particles in the dual system are allowed to have a
number of offspring with infinite expectation, even an infinite number of offspring with
positive probability. We show that, even though the branching mechanism with infinite
number of offspring causes explosions in finite time, immediately after each explosion
the total population comes down from infinity due to the coalescing mechanism. Our
results on this dual particle system are of independent interest.

1. Introduction

1.1. Motivation. In this paper, we consider the [0, 1]-valued continuous random field
solution (ut(x))t≥0,x∈R to the stochastic partial differential equation (SPDE)

(1.1)

{

∂tut(x) =
1
2
∆ut(x) + b(ut(x)) + σ(ut(x))Ẇt,x, t > 0, x ∈ R,

u0(x) = f(x), x ∈ R,

with Wright-Fisher noise coefficient σ(z) :=
√

z(1− z) and drift

(1.2) b(z) =
∑

k∈N̄

bkz
k =

∞
∑

k=0

bkz
k + b∞1{1}(z), z ∈ [0, 1],
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satisfying b(0) ≥ 0 ≥ b(1) > −∞. Here, Ẇ is a space-time white noise; f is a [0, 1]-
valued continuous function on R; N̄ = N ∪ {∞}; (bk)k∈N̄ is a family of real numbers; and
z∞ := 1{1}(z) for every z ∈ [0, 1].

We are going to show that there exists a unique in law solution to the above equation
(1.1) provided there exists an R ≥ 1 such that

(1.3) b1 ≤ −
∑

k∈N̄\{1}

|bk|Rk−1.

We will see later that under this assumption the drift b can be non-Lipschitz, and some-
times even discontinuous. In particular, we can handle one-dimensional equations like

∂tut =
1

2
∆ut + uqt (1− ut) +

√

ut(1− ut)Ẇ

for every q ∈ (0, 1), and

∂tut =
1

2
∆ut + 1(0,1](ut)− ut +

√

ut(1− ut)Ẇ .

In the former case, this gives uniqueness in law for the stochastic reaction-diffusion equa-
tion with Wright-Fisher noise and Hölder drift near zero (example 1.3.1 below). In the
latter case, the drift coefficient b(·) is discontinuous at u = 0, exactly the place where

the noise coefficient σ(u) =
√

u(1− u) is degenerate—the well-posedness results for this
type of stochastic partial differential equations are rare. In fact, as we will discuss later
with more details, the corresponding stochastic differential equation (SDE)

dXt =
(

1(0,1](Xt)−Xt

)

dt+
√

Xt(1−Xt)dBt

is ill-posed.
Our interest in investigating the equation (1.1) arises from an enormous body of liter-

ature studying the SPDE (1.1) with b(·) belonging to a class of certain smooth functions.
Such equation is sometimes called the heat equation with Wright-Fisher noise and it
arises as the scaling limits of the stepping stone model in population genetics (see [40])
and other important particle systems (see e.g. [34], [13]). In the above papers the drift
belongs to a particular class of smooth functions, however, more general models may give
rise to more general drifts (see [33] for an interesting discussion on non-spatial models),
whose corresponding equations have been also studied (see [5] and [32]). This justifies
studying well-posedness for (1.1) in presence of various types of drifts. The weak ex-
istence of (1.1) is standard for some continuous drift b(·) (see [39] and [32]). As for
uniqueness of solutions, let us mention that the pathwise and strong uniqueness is still
not resolved for (1.1) even in the case of zero drift. Thus, as we have mentioned above,
we will concentrate on deriving weak existence/uniqueness of (1.1) for a class of irregular
drifts.

First note, the weak uniqueness for (1.1) with a smooth drift of the form

b(z) = c1(1− z)− c2z + c3z(1 − z), z ∈ [0, 1],

(for c1, c2 ≥ 0, c3 ∈ R) has been derived in [40] via a duality argument where the dual
process is a system of coalescing Brownian motions with binary branching. Then, great
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progress was made in [4] where the weak uniqueness has been verified for a class of
Lipschitz drifts that can be expressed in terms of power series whose coefficients satisfy
certain assumptions. Note that noise coefficients more general than σ(u) =

√

u(1− u) are
allowed in [4], and duality with self-catalytic branching Brownian motions (including the
branching-coalescing Brownian motions as one of the special cases) is again used for the
proof of weak uniqueness. However, one should keep in mind, that in [4] only branching
with finite mean is allowed in the dual model, which imposes certain restrictions on the
drift coefficient b, such as the Lipschitz assumption among others.

Then an immediate question arises: is it possible to show well-posedness for (1.1) with
drifts that are not-necessarily Lipschitz? Here we should mention another technique that
is often used for resolving the weak uniqueness for stochastic equations. Namely, the
Girsanov theorem (sometimes its version applied to SPDEs is called Dawson-Girsanov
theorem). The Girsanov theorem was used in [32] to derive weak uniqeness for (1.1) with
the drift bounded as follows:

|b(z)| ≤ K
√

z(1 − z), z ∈ [0, 1],

which, at points z = 0 and z = 1, are Hölder continuous with exponent 1/2. This leads
us to a further question: Does weak-uniqueness hold for (1.1) with a drift whose Hölder
exponent is less than 1/2 at the points where the noise coefficient degenerates?

As we have mentioned above, this paper gives an affirmative answer to this question. To
prove it we use a modification of the duality method used in [4]. This modification is by no
means trivial. It requires construction of the dual branching-coalescing Brownian motions
with branching mechanism not-necessarily having a finite first moment. Even more than
that, to treat some irregular drifts, the particles are asked to possibly have an infinite
number of children at its branching time! In what follows we call this “infinite” branching.
We establish a set of novel results for the branching-coalescing particle system with infinite
branching, including its construction, which we believe are of independent interest. As
we will show below, the total number of alive particles in this system is “reflecting from
infinity”; the expected number of alive particles at any fixed positive time is almost surely
finite; and the expectation of the number of births in the process over any finite time
interval is also finite (see Theorem 1.4 below). The similar phenomenon of “reflecting
from infinity” is also observed in other branching-coalescing type models, see [29] and
[15]. In order to handle infinite branching, we used techniques from our previous work [6],
where we prove a “coming down from infinity” result for coalescing Brownian motions,
where we give necessary and sufficient conditions for an initially infinite collection of
coalescing Brownian motions to collapse down to a finite number.

Another motivation for this work comes from the so-called regularization by noise area
(see [14]) which is flourishing nowadays. In regularization by noise, one addresses the
following question: does adding noise transform an ill-posed deterministic differential
equations into a well-posed equation? In this context, the following ordinary SDE has
been extensively studied in the literature:

(1.4) dXt = b(Xt)dt + dBt, X0 = x0 ∈ R
d,
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where B is a d-dimensional Brownian motion and b : Rd 7→ R
d is a possibly irregular

drift, see for example [27,43,46]. Also in many cases, well-posedness has been established
for (1.4) for the drift b being a generalized function. For example, in [7,18,19,30] strong
existence and uniqueness of solutions to (1.4) has been established for different types of
distributional drifts. Weak existence and uniqueness of solutions to (1.4) has been also
established in a number of papers, see for example [45]. Let us note that regularization by
additive noise for ordinary differential equations has been studied for other noises as well,
(Lévy processes, fractional Brownian processes), see for example [2, 9, 10, 26, 28, 37, 41].

As for regularization by additive noise for partial differential equations, the prominent
example here is the stochastic heat equation driven by the additive space-time white
noise, that is, one takes σ ≡ 1 in (1.1). One of the first results on strong existence and
uniqueness for such SPDEs with irregular function-valued drifts b, have been obtained
in [21] and [22]. Recently, there have been results on strong existence and uniqueness for
such SPDE with b being a generalized function in a certain class (see e.g. [3]).

The well-posedness for equations with irregular drift driven by muliplicative noise has
been studied mainly in the case of non-degenerate and Lipschitz noise coefficients: see,
for example, [43] and [45] in the SDE setting and [20] in the SPDE setting. As for the
well-posedness of equations with degenerate noise coefficients and irregular drifts see,
for example, [12] for the SDE setting. For SPDEs driven by noises with degenerate non-
Lipschitz coefficients, the results are not that rich. Strong well-posedness has been proved
in [35] for an SPDE in the form (1.1) with σ belonging to Hölder continuous functions with
exponent greater than 3/4 and Lipschitz drift b. Weak well-posedness has been recently
given in [16] with some non-degenerate σ belonging to Hölder continuous functions with
exponent greater than 3/4 and Hölder drift b. As for the SPDE (1.1) with σ being a
Hölder function with exponent less than or equal to 3/4, only weak uniqueness for very

particular noise coefficients σ (such as σ(u) = uγ with γ ≥ 1/2, or σ(u) =
√

u(1− u))
and “nice” drifts b is known. By “nice” drift we mean either it satisfies conditions of
Girsanov theorem or it is suitable for the duality technique (see [32] and [4] which are
already mentioned above).

Thus, the goal of this paper is to extend the class of drifts in the stochastic heat equation
driven by the Wright-Fisher space-time white noise for which the weak well-posedness
holds.

1.2. Main Results. Before we introduce our main results, let us first discuss the rigorous
definition of the solution to (1.1). Denote by C(R, [0, 1]) the collection of [0, 1]-valued con-
tinuous functions on R, equipped with the topology of uniform convergence on compact
sets. If there exists a filtered probability space (Ω,F , (Ft)t≥0,Pf), and on this space, an
adapted C(R, [0, 1])-valued continuous process (ut)t≥0, and an adapted space-time white

noise Ẇ , satisfying u0 = f , and that for every (t, x) ∈ (0,∞)× R almost surely

ut(x) =

∫

pt(x− y)f(y)dy +
∫∫ t

0

pt−s(x− y)b(us(y))dsdy +(1.5)

∫∫ t

0

pt−s(x− y)σ(us(y))W (dsdy),
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then we say (ut)t≥0 is a solution to the SPDE (1.1). Here,

(1.6) pt(x) := e−x
2/(2t)/

√
2πt, (t, x) ∈ (0,∞)× R

is the heat kernel, and the third term on the right hand side of (1.5) is Walsh’s stochastic
integral driven by the space-time white noise [44]. Equation (1.5) is also known as the
mild form of the SPDE (1.1).

Let us be more precise about the existence of the solutions. In this paper, we will be
considering the weak existence. By that, we mean the existence of a filtered probability
space (Ω,F , (Ft)t≥0,Pf), a random field (ut(x))t≥0,x∈R, as well as a space-time white
noise W , satisfying all the requirements above. If b∞ = 0, then the drift coefficient
b(·) is continuous; in this case, the weak existence of SPDE (1.1) is standard (see [39,
Theorem 2.6] and [32, Section 2.1]). However, if b∞ 6= 0, then the drift coefficient b(·) is
discontinuous; in this case, the weak existence of SPDE (1.1) is not trivial, and will be
part of our main result.

Let us also be more precise about the uniqueness of the solutions. Recall two uniqueness
concepts—the pathwise uniqueness and the weak uniqueness. We say that pathwise
uniqueness holds for the SPDE (1.1) if any two solutions on the same probability space
driven by the same white noise are indistinguishable, i.e. they are equal for all time, almost
surely. We say weak uniqueness holds for the SPDE (1.1) if any two solutions sharing
the same initial value, not necessarily living in the same probability space nor driven by
the same white noise, induce the same law in the path space C([0,∞), C(R, [0, 1])).

As it has been mentioned in the first subsection, the pathwise uniqueness for the SPDE
(1.1) is still open even in the case of zero drift. The weak uniqueness results are established
in [4, 40] and [32] for a class of “nice” drifts. In what follows we will say that weak well-
posedness holds for the SPDE (1.1) if both weak existence and weak uniqueness hold for
it. Let us now present our main result.

Theorem 1.1. Let f ∈ C(R, [0, 1]) be arbitrary. Let (bk)k∈N̄ be a family of real numbers.
Let the function b : z 7→ b(z) be given as in (1.2) satisfying b(0) ≥ 0 ≥ b(1) > −∞.
If there exists an R ≥ 1 such that (1.3) holds, then weak well-posedness holds for the
SPDE (1.1).

1.3. Examples. As we have mentioned above, Theorem 1.1 provides weak existence and
weak uniqueness of SPDE (1.1) for a set of more singular drifts b than is obtained in [4]
and [32]. Let us discuss some examples.

1.3.1. Examples with non-Lipschitz drifts. From the generalized binomial theorem, we
have

(1 + x)q = 1 + qx+
q(q − 1)

2!
x2 +

q(q − 1)(q − 2)

3!
x3 + · · · =

∞
∑

k=0

(

q

k

)

xk

for any q > 0 and |x| ≤ 1, where
(

q

0

)

:= 1; and

(

q

n

)

:=
q(q − 1) . . . (q − n + 1)

n!
, n ≥ 1.
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Therefore, for q ∈ (0, 1), setting

b0 := 0; bk := (−1)k
(

q

k − 1

)

, k ∈ N; and b∞ := 0,

we have b(z) = −(1− z)qz for z ∈ [0, 1]. One can also verify that (1.3) holds with R = 1.
Therefore, by Theorem 1.1, there exists a unique in law solution u to the SPDE (1.1)
with this drift and arbitrary f ∈ C(R, [0, 1]). Now w = 1 − u will be the unique in law
solution to the SPDE

(1.7)

{

∂twt =
1
2
∆wt + wqt (1− wt) +

√

wt(1− wt)Ẇ , t > 0, x ∈ R,

w0(x) = 1− f(x), x ∈ R.

The weak uniqueness of the SPDE (1.7), which confirms a conjecture we made in [5],
does not follow from the result in [4], because the drift term is not Lipschitz. It also
extends the weak well-posedness result covered in [32] to allow Hölder drift exponents
q ∈ (0, 1/2).

1.3.2. Examples with discontinuous drifts. Assume that bk = 0 for every finite k 6= 1,
b1 = −1, and b∞ ∈ [−1, 1]. Let f ∈ C(R, [0, 1]) be arbitrary. Then, by Theorem 1.1,
there exists a unique in law solution (ut(x))t≥0,x∈R to the SPDE

{

∂tut =
1
2
∆ut − ut + b∞1{1}(ut) +

√

ut(1− ut)Ẇ ,

u0 = 1− f ∈ C(R, [0, 1]).
By defining wt = 1− ut, we obtain a unique in law solution (wt(x))t≥0,x∈R to the SPDE

(1.8)

{

∂twt =
1
2
∆wt + 1− wt − b∞1{0}(wt) +

√

wt(1− wt)Ẇ ,

w0 = f.

We found (1.8) of a particular interest, since it shows the well-posedness of Wright-Fisher
SPDEs with drifts that differ only by their values at the point w = 0. Also, one can
check that solutions corresponding to different b∞ have different distributions: this result
is stated in the following lemma, whose proof is delayed to Section 6. In what follows we
say f 6≡ 1 if there exists x ∈ R such that f(x) 6= 1.

Lemma 1.2. Let f ∈ C(R, [0, 1]) and let f 6≡ 1. Fix arbitrary b
(1)
∞ , b

(2)
∞ ∈ [−1, 1] with

b
(1)
∞ 6= b

(2)
∞ . For i = 1, 2, let w(i) be the unique in law solution to (1.8) with b∞ = b

(i)
∞ .

Then w(1) and w(2) induce different laws on the path space C([0,∞), C(R, [0, 1])).
Now, let us consider the SDE analogue of (1.8) with b∞ ∈ [−1, 1]:

(1.9) dXt =
(

(1−Xt)− b∞1{0}(Xt)
)

dt +
√

Xt(1−Xt)dBt, X0 = x ∈ [0, 1],

where B is a Brownian motion. In the next lemma we will show that the situation
for (1.9) differs drastically from its SPDE counterpart.

Lemma 1.3.

(i) Let b∞ = 1. Then weak uniqueness does not hold for (1.9).
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(ii) For any b∞ ∈ [−1, 1), there is a pathwise unique solution to (1.9) which solves the
equation

(1.10) dXt = (1−Xt)dt +
√

Xt(1−Xt)dBt, X0 = x ∈ [0, 1].

The proof of the above lemma is simple and is delayed to Section 6. As we see from
the above lemma, the Wright-Fisher noise has a very different regularizing effect in the
SPDE setting compare to the SDE setting. In the case of b∞ = 1, the well-posedness
holds for the SPDE but not for the corresponding SDE. As for the case of b∞ ∈ [−1, 1),
in the SPDE setting there is a whole family of unique in law solutions corresponding to
different b∞, while in the SDE setting all the solutions are the same and the value of b∞
does not play any role.

1.4. The dual particle system. To prove Theorem 1.1, we establish the moment dual-
ity between the SPDE (1.1) and a branching-coalescing Brownian particle system compli-
menting the previous results [40, Theorem 5.2] and [4, Theorem 1]. This particle system
has three parameters:

• the branching rate µ > 0;
• the offspring distribution (pk)k∈N̄, which is a probability measure on N̄; and
• the initial configuration x0 = (xi)

n
i=1, which is a (possibly infinite) list of real

numbers. Here n ∈ N∪{∞}. If n <∞, then (xi)
n
i=1 is a finite list; and if n =∞,

then (xi)
∞
i=1 is an infinite sequence. By our convention we denote supp(x0) =

{xi}ni=1 ⊂ R as the set of unique values in x0, which is the set of different initial
locations.

Let us give an informal description of the branching-coalescing Brownian particle sys-
tem, with the above parameters, through (1.11)–(1.14) below.

(1.11) At time 0, there are n many initial particles. For each finite integer i ≤ n, the
i-th initial particle is located at position xi.

(1.12) The particles in the system move as independent one-dimensional Brownian mo-
tions unless one of the events in the following steps occur.

(1.13) Each particle in the system induces a branching event according to an independent
rate µ exponential clock. At each branching event, the corresponding particle
(referred to as the parent) will be killed and replaced by a random number of new
particles (referred to as the children) at the location where the parent is killed.
The number of the children is independently sampled according to the offspring
distribution (pk)k∈N̄.

(1.14) Given the pairwise intersection local times of the particles in the system, each
(unordered) pair of particles induces a coalescing event according to an indepen-
dent rate 1/2 exponential clock with respect to their intersection local time; and
at this coalescing event, one of the particle in that pair will be killed.

We want to mention that (1.11)–(1.14) does not give a rigorous definition of a particle
system yet, due to a problem that, if the total population reaches ∞ at some finite time,
then it is not clear how the pairwise dynamic (1.14) will work afterwards. Notice that this
explosion of the total population would occur in finite time if either there are infinitely
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many initial particles already, or if one assumes that p∞ > 0. And as it will be made
clear later, to handle the discontinuous drifts b(·) with b∞ 6= 0, we must handle the case
of infinite branching.

This is why we will give a more rigorous construction of the branching-coalescing
Brownian particle system in Section 2. In that detailed definition, the trajectory of each
particle is constructed using an inductive procedure which allows us to be precise about
the meaning of the pairwise dynamic (1.14) even after the total population explodes.
A similar construction for the coalescing Brownian particle system (without branching)
appeared in [42], and was employed already in our recent work [6] where the number of
the initial particles is allowed to be infinity.

For the sake of discussing some of our main results for the dual particle system, let
us introduce some notation. We will use Xα

t , an R ∪ {†}-valued random variable, to
represent the location of a particle labeled by α ∈ U at time t ≥ 0. Here the cemetery
state † is an element not contained in R, and

U :=
∞
⋃

k=1

N
k

is the space of the Ulam-Harris labels. We will label the particles in the system using the
Ulam-Harris labels in a way that suggests their lineages: the initial particles are labeled
with integers {i ∈ N : i ≤ n}, and if a particle has the label α = (α1, · · · , αm−1, αm),
then it is the αm-th child created in the branching event induced by the particle ←−α :=
(α1, · · · , αm−1).

For every t ≥ 0, let us also denote by It := {α ∈ U : Xα
t ∈ R} the collection of labels of

the particles alive at time t; and by Jt the collection of labels of the particles who induced
a branching event up to time t. The cardinality of a given set I will be denoted by |I|.
For some technical reason, we always assume that the set of the initial locations supp(x0)
has finite cardinality. That is, the number of initial particles may be infinite but the
set of their locations is finite. The probability space for the dual particle system will be
denoted by (Ω̃, F̃ , P̃), which is not necessarily the same probability space corresponding
to the SPDE (1.1).

Our main result on the branching-coalescing Brownian particle system, which is of the
independent interest, is given in the next theorem. Note that {(Xα

t )t≥0 : α ∈ U} in this
theorem denotes a branching-coalescing Brownian particle system which will be formally
constructed in Section 2.

Theorem 1.4. Suppose that {(Xα
t )t≥0 : α ∈ U} is a branching-coalescing Brownian

particle system with arbitrary branching rate µ > 0, offspring distribution (pk)k∈N̄, and
initial configuration x0. Suppose that the number of initial locations is finite, that is
|supp(x0)| <∞. Then, the following statements hold.

(1) For every t > 0, Ẽ[|It|] <∞.
(2) For every t ≥ 0,

Ẽ[|Jt|] = µẼ

[
∫ t

0

|Is|ds
]

<∞.
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Remark 1.5. Recall that we allow infinite offspring with positive probability, i.e. it is
possible that p∞ > 0. We want to mention some immediate corollaries of Theorem 1.4.
Note that by this theorem, there are |Jt| < ∞ many branching events up to the finite
time t. Since they are induced by independent exponential clocks, those branching events
happens at different times. Let us denote the times of those branching events by

0 < τ1 < τ2 < · · · < τ|Jt| < t

and define τ0 = 0 for convention. For each positive integer k ≤ |Jt|, note that t 7→ |It|
is non-increasing in the interval (τk−1, τk) due to the coalescing of the particles; also note
that Theorem 1.4 (2) implies that almost surely

∫ τk+1

τk
|Is|ds <∞. So it must be the case

that, almost surely, |Is| <∞ for every s ∈ (τk, τk+1). In other word, the total population
is reflecting from infinity, and can only reach infinity at the times {τk : k = 0, 1, 2, . . .}.

Our duality formula between the SPDE (1.1) and its dual branching-coalescing Brow-
nian particle system is a natural generalization of [4, Theorem 1], and will be presented
later in Section 2. The weak uniqueness of (1.1) is a standard corollary of this duality
formula. In the proof of the weak existence of (1.1), the duality formula will also play a
crucial role when the drift is discontinuous.

1.5. Organization of the paper. In Section 2, we construct the dual particle system,
state the crucial duality formula in Proposition 2.2, and give the proof of the weak
uniqueness part of Theorem 1.1 using the duality. In Section 3, we prove several key
properties for the dual particle system, in particular, Theorem 1.4 . In Section 4, we give
the proof of the duality formula Proposition 2.2 using the results we proved in Section
3. In Section 5, we give the proof of the weak existence part of Theorem 1.1. In the
Appendix, we collect the proofs of several technical lemmas.

Acknowledgement. We want to thank Julien Berestycki, Pascal Maillard, Michel Pain,
and Xicheng Zhang for helpful conversations. Leonid Mytnik is supported by ISF grant
1985/22. Zhenyao Sun is supported by National Natural Science Foundation of China
no. 12301173, and Clayton Barnes was supported as a Zuckerman Postdoctoral Fellow
at the Technion during the time the research was completed.

2. Duality

2.1. The construction of the branching-coalescing Brownian particle system.

In this subsection, we give the formal construction of the branching-coalescing Brownian
particle system. Recall from Subsection 1.4 that this model has three parameters: the
branching rate µ, the offspring distribution (pk)k∈N̄ and the initial configuration (xi)

n
i=1.

Again, the initial number of the particles n ∈ N ∪ {∞} is allowed to be infinite; and for
every finite integer i ≤ n, xi is the location of the i-th initial particles. Also recall that
U is the collection of the Ulam-Harris labels.

The Ulam-Harris labeling system is commonly used in the study of the branching
particle systems, see [36] for one of its early appearances. A different labeling system,
using the prime factorization, is proposed in [1] for self-catalytic branching Brownian
motions. It was mentioned in both [1] and [4] that the particular labeling convention
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is not crucial to the duality method. However, in this paper, the Ulam-Harris labeling
will help us be precise about the pairwise dynamic given by (1.14). In fact, as it will be
made more clear later, when two particles coalesce, we will always remove the one with
the larger label according to a total order ≺ of the space U . This order is defined such
that for any α ∈ U and β ∈ U , α ≺ β if and only if one of the following three statements
holds:

(i) ‖α‖∞ < ‖β‖∞;
(ii) ‖α‖∞ = ‖β‖∞ and |α| < |β|;
(iii) ‖α‖∞ = ‖β‖∞, |α| = |β|, and there exists an integer m > 1 such that αm < βm

and αk = βk for every k < m.

Here, |α| := k and ‖α‖∞ := max{α1, α2, . . . , αk} for every α = (α1, · · · , αk) ∈ U . We
want to mention that different orders for the labeling space U are possible for the construc-
tion of the branching-coalescing Brownian motions. However, this order ≺ is particularly
designed so that some technical lemmas (Lemmas 3.2, 5.1 and 5.2 below) hold.

Let us be precise about some building blocks for the construction. Let {(Bα
t )t≥0 : α ∈

U} be a family of one-dimensional independent standard Brownian motions initiated at
position 0.

(2.1) Let N be a Poisson random measure on the space (0,∞)× U × N̄ with intensity

N̂ given so that N̂((0, t]× {α} × {k}) = µtpk for t > 0, α ∈ U , k ∈ N̄.

We assume that both {(Bα
t )t≥0 : α ∈ U} and N are defined on the same complete

probability space, and are independent from each other. As mentioned in Subsection 1.4,
this probability space will be denoted by (Ω̃, F̃ , P̃).

Inductively for each β ∈ U , we construct random elements

Xβ :=
(

ξβ, (X̃
β
t )t≥0, (L

α,β
t )α≺β,t≥0, (M(· × {(α, β)}))α≺β, (ζα,β)α�β , ζβ, (Xβ

t )t≥0, Zβ

)

according to the following rules (2.3)–(2.9) assuming that the random elements

(2.2) {Xα : α ∈ U , α ≺ β}
are already constructed.

(2.3) Define a R+-valued random variable ξβ and Brownian motion (X̃β
t )t≥0 so that

(i) if |β| = 1 and β ≤ n, then ξβ := 0 and X̃β
t := xβ +Bβ

t for every t ≥ 0;

(ii) if |β| = 1 and β > n, then ξβ := 0 and X̃β
t := Bβ

t for every t ≥ 0;
(iii) if |β| > 1, then ξβ := ζ←−

β ,
←−
β
and

X̃β
t :=

{

X̃
←−
β
t , t ∈ [0, ξβ),

X̃
←−
β
ξβ

+Bβ
t − Bβ

ξβ
, t ∈ [ξβ,∞).

(2.4) For each α ∈ U with α ≺ β, t ≥ 0 and z ∈ R, define Lα,βt,z to be the local time of

the process X̃α
· − X̃β

· at position z up to time t, i.e.

Lα,βt,z := lim
h↓0

1

h

∫ t

0

1{X̃α
s −X̃

β
s ∈[z,z+h)}

d
〈

X̃α
· − X̃β

·

〉

s
;
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and write Lα,βt := Lα,βt,0 . Here, 〈X̃α
· − X̃β

· 〉 is the quadratic variation of the process

X̃α
· − X̃β

· . Without loss of generality, we assume that almost surely, (t, z) 7→ Lα,βt,z
is continuous, c.f. [38, Corollary 1.8 Chapter VI].

(2.5) Conditioned on {(Bα
t )t≥0 : α ∈ U}, N, and the random elements in (2.2), for every

α ∈ U with α ≺ β, let M(· × {(α, β)}) be a Poisson random measure on (0,∞)

with intensity M̂(· × {(α, β)}) given such that

M̂((0, t]× {(α, β)}) = 1

2
Lα,βt , t > 0.

(2.6) Define

ζβ,β := inf{t > ξβ : N({t} × {β} × N) = 1},
and, for each α ∈ U with α ≺ β,

ζα,β := inf{t > ξβ ∨ ξα : M({t} × {(α, β)}) = 1}.
(2.7) Define a R+-valued random variable ζβ so that

(i) if |β| = 1 and β ≤ n, then

ζβ := inf({ζβ,β} ∪ {ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζα});
(ii) if |β| > 1, ζ←−

β
= ζ←−

β ,
←−
β
and β|β| ≤ Z←−

β
, then

ζβ := inf({ζβ,β} ∪ {ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζα});
(iii) if neither of the conditions in (i) nor (ii) hold, then ζβ := ξβ.

(2.8) Define the R ∪ {†}-valued process

Xβ
t :=











†, t ∈ [0, ξβ),

X̃β
t , t ∈ [ξβ, ζβ),

†, t ∈ [ζβ,∞).

(2.9) Define a N̄-valued random variable Zβ to be the unique z ∈ N̄ such that N has
an atom at (ζβ,β, β, z).

We will refer to the family of processes {(Xα
t )t≥0 : α ∈ U}, constructed through (2.3)–

(2.9), as a branching-coalescing Brownian particle system with branching rate µ, offspring
distribution (pk)k∈N̄, and initial configuration (xi)

n
i=1.

Let us give some further comments on the above construction. For each β ∈ U , we
call the random variables ξβ, and ζβ, the birth-time, and the death-time, of the particle
β ∈ U , respectively. For each β ∈ U , if ζβ = ζβ,β holds, then we say particle β induced
a branching event at the time ζβ,β; and if there exists an α ∈ U with α ≺ β such that
ζβ = ζα,β, then we say the particle pair (α, β) induced a coalescing event at time ζα,β.
Note that M is a random measure on (0,∞)×R where

R := {(α, β) ∈ U2 : α ≺ β}.
Intuitively speaking, the branching, and the coalescing, events are governed by the ran-
dom measure N, and M, respectively. As have already been mentioned in Subsection 1.4,
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for every t ≥ 0, we denote by

(2.10) It := {α ∈ U : Xα
t ∈ R} = {α ∈ U : ξα ≤ t < ζα}

the collection of labels of the particles alive at time t; and by

(2.11) Jt := {α ∈ U : ζα,α = ζα ≤ t}
the collection of labels of the particles who induced a branching event up to time t.

We say a branching-coalescing Brownian particle system is a coalescing Brownian par-
ticle system if its offspring distribution satisfies p1 = 1; and say it is a killing-coalescing
Brownian particle system if its offspring distribution satisfies p0 = 1. In [6], we give a
necessary and sufficient condition for the total population of a coalescing Brownian par-
ticle system to come down from infinity. We also identified all the coming down rates for
different initial configurations. The proof of Theorem 1.4 heavily relies on those results
in [6].

2.2. The duality formula. For the rest of this paper, let us assume without loss of
generality that

(2.12)
∞
∑

k=2

|bk|+ |b∞| > 0.

(Otherwise, b(z) = b0 + b1z for every z ∈ [0, 1]; and the weakly well-posedness of (1.1) in
this case is already given by [40] and [4].) To build a connection between the branching-
coalescing Brownian particle system and the SPDE (1.1), we will be working with a
specific branching rate µ and a specific offspring distribution (pk)k∈N̄ given by

(2.13) µ = |b0|+
∞
∑

k=2

|bk|+ |b∞| > 0

and

(2.14) pk = µ−1|bk|1{k 6=1}, k ∈ N̄.

We first give the finiteness of the expectation of a certain functional of the particle
system that will be used in the presentation of the duality formula.

Proposition 2.1. Let (bk)k∈N̄ be a family of real numbers satisfying (2.12) and (1.3) for
some R ≥ 1. Let {(Xα

t )t≥0 : α ∈ U} be a branching-coalescing Brownian particle system
with branching rate µ given as in (2.13), offspring distribution (pk)k∈N̄ given as in (2.14),
and an initial configuration (xi)

n
i=1 with finite n. Then, it holds that

Ẽ
[

eKt
]

<∞, t ≥ 0

where

(2.15) Kt := (µ+ b1)

∫ t

0

|Is|ds, t ≥ 0.

The proof of Proposition 2.1 is postponed to Subsection 3.6.
Now we are ready to present the duality formula between the SPDE (1.1) and our

branching-coalescing Brownian particle system.
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Proposition 2.2. Let f ∈ C(R, [0, 1]), n ∈ N, and (xi)
n
i=1 be a finite list of real numbers.

Let (bk)k∈N̄ be a family of real numbers satisfying (2.12) and (1.3) for some R ≥ 1.
Suppose that the real-valued function (b(z))z∈[0,1], given as in (1.2), satisfies b(0) ≥ 0 ≥
b(1) > −∞. Suppose that the C(R, [0, 1])-valued process (ut)t≥0, on a filtered probability
space (Ω,F , (Ft)t≥0,Pf), is a solution to the SPDE (1.1) with initial value u0 = f . Also,
suppose that {(Xα

t )t≥0 : α ∈ U} is a branching-coalescing Brownian particle system, on a

probability space (Ω̃, F̃ , P̃), with initial configuration (xi)
n
i=1, branching rate µ > 0 given

as in (1.13), and offspring distribution (pk)k∈N̄ given as in (2.14). Then it holds for every
T ≥ 0 that

(2.16) Ef

[

n
∏

i=1

uT (xi)

]

= Ẽ

[

(−1)|J̃T |eKT

∏

α∈IT

f(Xα
T )

]

.

Here, (Kt)t≥0 is given as in (2.15) and

J̃t := {α ∈ U : ζα,α = ζα ≤ t, bZα
< 0}, t ≥ 0.

The proof of Proposition 2.2 is postponed to Section 4. As we have mentioned, Propo-
sition 2.2 is a generalization of Theorem 1 of [4]. One of the main assumptions in [4]
is the finiteness of the expected number of offspring in the branching mechanism that
guarantees the non-explosion of the system. We do not make such an assumption, but
still are capable (due to the coalescent mechanism) of showing the finiteness of the total
population at almost every time, as well as the above duality formula.

The weak uniqueness part of Theorem 1.1 is a direct corollary of the duality formula
Proposition 2.2.

Proof of the weak uniqueness part of Theorem 1.1. From Theorem 1.4 and 2.1 we know
that the right hand side of (2.16) is well-defined and finite. The desired result now follows
from Proposition 2.2 and [4, Lemma 1]. �

3. Analysis for the dual particle system

In this section, we prove several properties for the branching-coalescing Brownian par-
ticle system. In particular, we will prove Theorem 1.4, which implies that the total
population is finite at almost every time. We will also give the proof of Proposition 2.1,
and several other integrability results, which will be used in the proof of Proposition 2.2
in Section 4.

3.1. The truncated particle system. In this subsection, let us take a branching-
coalescing Brownian particle system {(Xα

t )t≥0 : α ∈ U} with an arbitrary branching
rate µ > 0, initial configuration (xi)

n
i=1, and offspring distribution (pk)k∈N̄, constructed

through (2.3)–(2.9). There is a natural coupling between this branching-coalescing Brow-
nian particle system {(Xα

t )t≥0 : α ∈ U} and a branching Brownian particle system
{(X̄α

t )t≥0 : α ∈ U}, sharing the same initial configuration, spatial movement of the parti-
cles, and the number of offspring in each of their shared branching events. The difference
is that in the latter system we remove the coalescing mechanism, so the particles will
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branch but no longer coalesce with each other. As a consequence, this new system dom-
inates the original one, in the sense that, almost surely, for every α ∈ U and t ≥ 0,
Xα
t ∈ R (that is, Xα

t is not in the cemetary state) implies that X̄α
t = Xα

t . More precisely,
this coupling is realized through (3.1) and (3.2) below.

(3.1) For each β ∈ U , define a R+-valued random variable ζ̄β inductively so that
(i) if |β| = 1 and β ≤ n, then ζ̄β := ζβ,β.
(ii) if |β| > 1, ζ̄←−

β
= ζ←−

β ,
←−
β
and β|β| ≤ Z←−

β
, then ζ̄β := ζβ,β;

(iii) if neither of the conditions in (i) nor (ii) hold, then ζ̄β := ξβ.
(3.2) For each β ∈ U , define a R ∪ {†}-valued process

X̄β
t :=











†, t ∈ [0, ξβ),

X̃β
t , t ∈ [ξβ, ζ̄β),

†, t ∈ [ζ̄β,∞).

Define

Īt = {α ∈ U : X̄α
t ∈ R},

and
J̄t = {α ∈ U : ζα,α = ζ̄α ≤ t}

to be the labels of all living particles at time t ≥ 0, and the labels of all particles who
induced a branching event before time t ≥ 0, respectively, for this branching Brown-
ian particle system. The following lemma allows us to control the branching-coalescing
Brownian particle systems using this coupling. It says that the set of labels of living
particles in the system with coalescing is contained in the set of labels in the system
without coalescing, and similarly for the set of labels of branching events.

We omit its proof, since it is elementary.

Lemma 3.1. It ⊂ Īt and Jt ⊂ J̄t for every t ≥ 0 almost surely.

We say the offspring distribution (pk)k∈N̄ is bounded, if there exists an m ∈ N such that
pk = 0 for every k > m including k = ∞. Some elementary results for the branching-
coalescing Brownian particle system with bounded offspring distribution and finite many
initial particles are easy to obtain from the above lemma. For example, if the offspring
distribution is bounded and the initial number of particles n is finite, we know that almost
surely for every t ≥ 0, |It| ≤ |Īt| < ∞ and |Jt| ≤ |J̄t| < ∞; in this case, the N -valued
càdlàg Markov process

X̄t :=
∑

α∈Īt

δX̄α
t
, t ≥ 0

is called the branching Brownian motion; and we can verify that the process of the
counting measures

(3.3) Xt :=
∑

α∈It

δXα
t
, t ≥ 0

is also an N -valued càdlàg Markov process, where N is the space of finite Z+-valued
measures on R equipped with the weak topology.
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However, if there is no assumption made about (pk)k∈N̄ and n, then it is not a priori
clear whether |It| and |Jt| are finite. To proof that this is indeed the case for almost
every t, our strategy is to approximate them from below using a family of truncated
branching-coalescing Brownian particle systems

{

(X
(l,m),α
t )t≥0 : α ∈ U

}

, l, m ∈ N ∪ {∞}.

Here, l is the truncation number for the initial particles, m is the truncation number for

the branching mechanism, and {(X(l,m),α
t )t≥0 : α ∈ U} will be constructed as a branching-

coalescing Brownian particle system with initial configuration (xi)
n∧l
i=1 and some offspring

distribution bounded by m. In fact, {(X(l,m),α
t )t≥0 : α ∈ U} will be constructed in the

same probability space as the non-truncated particle system {(Xα
t )t≥0 : α ∈ U} in a way

that the truncated particle system is dominated by the original particle system. That

is, X
(l,m),α
t ∈ R (i.e. X

(l,m),α
t 6= †) implies that Xα

t = X
(l,m),α
t , for every α ∈ U and

t ≥ 0 almost surely. More precisely, this truncated particle system is defined through
(3.4)–(3.6) below.

(3.4) For each α ∈ U and m ∈ N ∪ {∞}, define Z(m)
α := Zα ∧m. (Recall (2.9).)

(3.5) For each l, m ∈ N ∪ {∞}, define a family of R+-valued random variables {ζ (l,m)
β :

β ∈ U} inductively so that for each β ∈ U ,
(i) if |β| = 1 and β ≤ n ∧ l, then

ζ
(l,m)
β := inf

(

{ζβ,β} ∪
{

ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζ (l,m)
α

})

;

(ii) if |β| > 1, ζ
(l,m)
←−
β

= ζ←−
β ,
←−
β
and β|β| ≤ Z

(m)
←−
β

, then

ζ
(l,m)
β := inf

(

{ζβ,β} ∪
{

ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζ (l,m)
α

})

;

(iii) if neither of the conditions in (i) nor (ii) hold, then ζ
(l,m)
β := ξβ.

(3.6) For each l, m ∈ N ∪ {∞} and α ∈ U , define R ∪ {†}-valued process

X
(l,m),α
t :=











†, t ∈ [0, ξα),

X̃α
t , t ∈ [ξα, ζ

(l,m)
α ),

†, t ∈ [ζ
(l,m)
α ,∞).

It is not hard to verify that {(X(l,m),α
t )t≥0 : α ∈ U} is a branching-coalescing Brow-

nian particle system with branching rate µ, initial configuration (xi)
n∧l
i=1, and offspring

distribution (p
(m)
k )k∈N̄ such that for every k ∈ N̄,

p
(m)
k :=











pk, k < m,
∑

j∈N̄,j≥m pj, k = m,

0, k > m.

We call {(X(l,m),α
t )t≥0 : α ∈ U} the (l, m)-truncated version of {(Xα

t )t≥0 : α ∈ U}. Also
note that {(Xα

t )t≥0 : α ∈ U} is the (∞,∞)-truncated version of itself.
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For each l, m ∈ N ∪ {∞} and t ≥ 0, define

(3.7) I
(l,m)
t := {α ∈ U : X

(l,m),α
t ∈ R} = {α ∈ U : ξα ≤ t < ζ (l,m)

α }
as the collection of labels of alive particles at time t in the (l, m)-truncated particle
system; and

(3.8) J
(l,m)
t := {α ∈ U : ζα,α = ζ (l,m)

α ≤ t}
as the collection of labels of particles who induced a branching event up to time t in
the (l, m)-truncated particle system. Note that, if l < ∞ and m < ∞, then the explo-
sion won’t happen for the (l, m)-truncated version of the branching-coalescing Brownian
particle system, since its initial number of particles is bounded by l and its offspring

distribution is bounded by m; in other words, almost surely for every t ≥ 0, |I(l,m)
t | and

|J (l,m)
t | are finite.
We often truncate the initial number of the particles and the offspring distribution

using the same number, that is, l = m. To simplify notations in this case, we write

ζ
(m)
α := ζ

(m,m)
α , X

(m),α
t := X

(m,m),α
t , I

(m)
t := I

(m,m)
t and J

(m)
t := J

(m,m)
t for every m ∈

N∪{∞}, α ∈ U and t ≥ 0. The particle systems {(X(m),α
t )t≥0 : α ∈ U} will be referred to

as the m-truncated version of the original branching-coalescing Brownian particle system.
For each m ∈ N, from how the m-truncated particle system is constructed, one can

easily verify that it is dominated by the original particle system in the sense thatX
(m),α
t ∈

R implies that Xα
t = X

(m),α
t for every α ∈ U and t ≥ 0 almost surely. In particular, the

set of labels I
(m)
t is a subset of It for every t ≥ 0 almost surely. It is also not hard to verify

that J
(m)
t is a subset of Jt for every t ≥ 0 almost surely. This relationship is made more

precise in the following lemma, which also serves as an alternative way of interpreting
the truncation.

Lemma 3.2. Almost surely, for each m ∈ N and t ≥ 0, we have

I
(m)
t = {α ∈ U : ‖α‖∞ ≤ m,α ∈ It}

and

J
(m)
t = {α ∈ U : ‖α‖∞ ≤ m,α ∈ Jt}.

In particular, for any t ≥ 0, |I(m)
t | and |J (m)

t | increasingly converges to |It| and |Jt|,
respectively, as m ↑ ∞.

The proof of Lemma 3.2 is technical, and is given in Appendix A.1.

3.2. The point processes and their compensator. In this subsection, let us re-
call some preliminary results on the stochastic integral of the point processes from [23].
Suppose that E is a Polish space, and (Ω,F , (Ft)t≥0,P) is a filtered probability space
satisfying the usual condition. We say G is a (E-valued) point process if it is a random
measure on (0,∞) × E and, almost surely, there exists a countable S ⊂ (0,∞) and a
map g : S → E such that

G((0, t]× U) = |{s ∈ S : s ≤ t, g(s) ∈ U}|, t > 0, U ∈ B(E).
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We say a point process G is adapted, if the process G((0, ·] × U) is adapted for each
U ∈ B(E). With ΓG := {U ∈ B(E) : E[G((0, t]×U)] <∞ for all t > 0}, we say a point
process G is σ-finite, if there exists a sequence of {En ∈ ΓG : n ∈ N} such that En ↑ E.
We say a random measure G is of the class QL, if it is an adapted, σ-finite point process,
and there exists a non-negative random measure Ĝ on (0,∞) × E such that for every
U ∈ ΓG,

• Ĝ((0, ·]× U) is a continuous adapted process; and

• G((0, ·]× U)− Ĝ((0, ·]× U) is a martingale.

We call Ĝ the compensator of G. Denote by L the space of predictable random fields on
R+ × E. For any non-negative random measure G on (0,∞)×E and k ∈ {1, 2}, define

L
k
G :=

{

f ∈ L : E

[
∫∫ t

0

|f(s, y)|kG(ds, dy)

]

<∞, ∀t ≥ 0

}

,

and

L
k,loc
G :=

{

f ∈ L :

∫∫ t

0

|f(s, y)|kG(ds, dy) <∞, ∀t ≥ 0, a.s.

}

.

For each k ∈ {1, 2}, denote by M k the space of martingales (mt)t≥0 such that E[|mt|k] <
∞ for every t ≥ 0; and by M k,loc the space of processes (mt)t≥0 such that (mt∧σn)t≥0
belongs to M k for some sequence of stopping times σn ↑ ∞.

For a QL point process G with compensator Ĝ, its compensated stochastic integral,
denoted by

IG̃ : f 7→
∫∫ ·

0

f(s, y)G̃(ds, dy),

is constructed, for example, in [23]. We collect some basic facts about this integration in
following lemma.

Lemma 3.3. Let G be a QL point process with compensator Ĝ.

(1) If f ∈ L 2
Ĝ
then IG̃f ∈M 2.

(2) If f ∈ L
2,loc

Ĝ
then IG̃f ∈M 2,loc.

(3) L 1
G = L 1

Ĝ
. Moreover, if f ∈ L 1

G then IG̃f ∈M 1.

(4) If f ∈ L
1,loc

Ĝ
then f ∈ L

1,loc
G , IG̃f ∈M 1,loc, and

IG̃f =

∫∫ ·

0

f(s, y)G(ds, dy)−
∫∫ ·

0

f(s, y)Ĝ(ds, dy).

Let us now consider an arbitrary branching-coalescing Brownian particle system

{(Xα
t )t≥0 : α ∈ U},

constructed in Section 2, with arbitrary branching rate µ > 0, initial configuration (xi)
n
i=1,

and offspring distribution (pk)k∈N̄. Recall the definitions of N, N̂ and M, M̂ in (2.1) and

(2.5), respectively. Denote by (F̃t)t≥0 the smallest filtration of the probability space

(Ω̃, F̃ , P̃), satisfying the usual hypothesis, such that the following processes are (F̃t)t≥0-
adapted:
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• Bα
· for each α ∈ U ;

• N((0, ·]× {α} × {k}) for each α ∈ U , and k ∈ N̄; and
• M((0, ·]× {(α, β)}) for each (α, β) ∈ R.

With respect to this filtration (F̃t)t≥0, we can verify that

• the processes Xα
· and X̃α

· are adapted for each α ∈ U ;
• the process Lα,β·,z are adapted for each α, β ∈ R and z ∈ R;
• the random variables ξα and ζα are stopping times for each α ∈ U ; and
• the random variable Zα is F̃ζα,α

-measurable for each α ∈ U .
The main message of this subsection is the following lemma, whose proof is straight-

forward, and therefore, omitted.

Lemma 3.4. The random measures M and N are QL point processes with compensators
M̂ and N̂ respectively.

Using the above result, we can verify the following lemma.

Lemma 3.5. For every t ≥ 0 it holds that

Ẽ[|Jt|] = µẼ

[
∫ t

0

|Is|ds
]

.

Proof. Fix an arbitrary t ≥ 0. Let us first assume that the number of the initial particles
is finite, and the offspring distribution is bounded. Notice that for each α ∈ U , α ∈ Jt if
and only if there exists a (unique) s ∈ (0, t] such that Xα

s− ∈ R and N({s}×{α}×N̄) = 1.
Therefore, almost surely,

|Jt| =
∫

U

∫ t

0

1{Xα
s−∈R}

N(ds, dα, N̄).

From Lemma 3.1, |Jt| is dominated by |J̄t|, the number of branching events of the coupling

branching Brownian particle system. Therefore Ẽ[|Jt|] ≤ Ẽ[|J̄t|] < ∞ since we assumed
that the number of initial particles is finite and the offspring distribution is bounded.
Now from Lemmas 3.3, 3.4, and Fubini’s theorem we have

Ẽ[|Jt|] = µẼ

[

∑

α∈U

∫ t

0

1{Xα
s−∈R}

ds

]

= µẼ

[
∫ t

0

|Is|ds
]

as desired.
In the case the initial configuration is not finite or the offspring distribution is un-

bounded, we can first consider the m-truncated particle system where m ∈ N. From
what we have proved,

Ẽ

[∣

∣

∣
J
(m)
t

∣

∣

∣

]

= µẼ

[
∫ t

0

|I(m)
s |ds

]

, m ∈ N.

Taking m ↑ ∞, from Lemma 3.2 and the monotone convergence theorem, we obtain the
desired result. �
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3.3. The embedded killing-coalescing Brownian motions. In this subsection, we
introduce a marking procedure for an arbitrarily given branching-coalescing Brownian
particle system {(Xα

t )t≥0 : α ∈ U} with a bounded offspring distribution and finite
many initial particles. This marking procedure marks out an embedded killing-coalescing
Brownian particle system. (Recall that a killing-coalescing Brownian particle system is
a branching coalescing Brownian particle system with p0 = 1.) This embedded killing-
coalescing Brownian particle system helps us to control the original particle system locally.
It will be the main ingredient for the proof of Theorem 1.4.

For a given stopping time τ < ∞ and a finite subset A of U , by a (τ,A)-marking
procedure, we mean the following:

(3.9) At time τ , if α is the k-th smallest label in the set Iτ ∩ A according to the order
≺, then we mark the particle α with number k; if α ∈ Iτ ∩Ac, then we mark that
particle with number ∞.

(3.10) After time τ , each particle carries its mark unless a branching or a coalescing
event happens.

(3.11) For each branching event after time τ , the children will be marked by the number
∞ no matter of the mark of the parent.

(3.12) For each coalescing event after time τ , if the two particles inducing the coalescing
event are marked by the numbers a and b, then the survivor (i.e. the particle with
the smaller Ulam-Harris label) will be marked by the number min{a, b}.

Since we assumed that the offspring distribution is bounded and the number of the
initial particles is finite, from Subsection 3.1, there are almost surely only finitely many
branching/coalescing events up to any finite time; and thus, the above marking procedure
is well-defined.

For any number k ∈ N and time t ≥ 0, there exists at most one particle alive at time
τ + t that is marked by the number k. Denote by ψ(τ,A, t, k) the Ulam-Harris label
of the particle carrying the mark k at time τ + t, provided such particle exists; and set
ψ(τ,A, t, k) = ∅ if such particle does not exist. Also define a process X∅

t = † for every
t ≥ 0. We will refer to the family of processes

(3.13)

{

(

X
ψ(τ,A,t,k)
τ+t

)

t≥0
: k ∈ N

}

the (τ,A)-embedded killing-coalescing Brownian particle system. Using the strong Markov
property of the Brownian motions, it is straightforward to verify the following lemma.

Lemma 3.6. Conditioned on F̃τ , the (τ,A)-embedded killing-coalescing Brownian par-
ticle system (3.13) is a killing-coalescing Brownian particle system whose initial con-

figuration is (Xα(k)

τ )Nk=1. Here N := |Iτ ∩ A|, {α(1), α(2), . . . , α(N)} = Iτ ∩ A, and
α(1) ≺ α(2) ≺ · · · ≺ α(N).

Let us introduce some more notation related to this embedded killing-coalescing Brow-
nian particle system that will be used later. For each k ∈ N, define

ζ
(τ,A)
k := τ + sup

{

t ≥ 0 : X
ψ(τ,A,t,k)
τ+t ∈ R

}

, k ∈ N,
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to be the death-time of the mark k; and if the particle with mark k induces a branching

event at the time ζ
(τ,A)
k , then we say Θ(τ,A)(k) := 1; otherwise we set Θ(τ,A)(k) := 0. For

every t ≥ 0, define

(3.14) I
(τ,A)
τ+t := {k ∈ N : X

ψ(τ,A,t,k)
τ+t ∈ R}

to be the collection of the marks that are carried by some alive particles at time τ + t;
and

(3.15) J
(τ,A)
τ+t := {k ∈ N : ζ

(τ,A)
k ≤ τ + t,Θ(τ,A)(k) = 1}

to be the collection of the marks who deceased in a branching event up to time τ + t.
For example, if we assume that n < ∞ and {(Xα

t )t≥0 : α ∈ U} is a coalescing Brow-
nian particle system with initial configuration (xi)

n
i=1, then its (0, {0, . . . , n})-embedded

coalescing Brownian particle system is a killing-coalescing Brownian particle system who
shares the same initial configuration (xi)

n
i=1. This implies that the total population of

a killing-coalescing Brownian particle system is stochastically dominated by that of a
coalescing Brownian particle system. In our earlier paper [6], we established an upper
bound for the the expectation of the total population of the coalescing Brownian particle
system. Now it is clear that this upper bound also holds for the killing-coalescing Brow-
nian particle system. In particular, from [6, Theorem 1.4 & Proposition 1.5] we have the
following result.

Lemma 3.7 ([6, Theorem 1.4 & Proposition 1.5]). Consider a killing-coalescing Brownian
particle system with initial configuration (xi)

n
i=1. Suppose that n < ∞ and define N0 :=

|{xi : i = 1, . . . , n}|. Denote by µ its branching rate and |Ît| the total population at time
t ≥ 0. Then there exists a time T1 > 0 and a constant C1 > 0 such that

Ẽ

[∣

∣

∣
Ît

∣

∣

∣

]

≤ C1N0√
t
∧ n, t ∈ [0, T1].

Here T1 and C1 are independent of µ and n.

We will use both Lemmas 3.6 and 3.7 in the proof of Theorem 1.4.

3.4. Some upper bounds provided the offspring distribution and the number

of initial particles are bounded. In this subsection, let us consider a branching-
coalescing Brownian particle system {(Xα

t )t≥0 : α ∈ U} with a bounded offspring distri-
bution and an initial configuration (xi)

n
i=1 such that n <∞. Define random variables

Nt := |{x ∈ R : ∃α ∈ It s.t. Xα
t = x}| <∞, t ≥ 0.

In this subsection, we aim to give upper bounds for the expectation of the random
variables

(3.16) |It|, |Jt|, and

∫ t

0

|Is|ds.

Lemma 3.8. There exists a (deterministic) time T2(µ) ≥ 0 such that for every t ∈
[0, T2(µ)] it holds that Ẽ[|Jt|] ≤ N0. Here, T2(µ) is independent of the initial configuration
and the offspring distribution.
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Proof. If a particle is labeled by an Ullam-Harris notation α with length |α| = j, then we
say it is in the j-th generation. For each j ∈ N and t ≥ 0, denote by

Jt(j) := {α ∈ U : ζα,α = ζα ≤ t, |α| = j}
the collection of the labels of particles in the j-th generation who induced a branching
event before time t. Then almost surely we have the decomposition

|Jt| =
∞
∑

j=1

|Jt(j)|, t ≥ 0.

Let us take a deterministic time T2 := T2(µ) > 0 small enough so that T2 ≤ T1 and that

(3.17) µ

∫ T2

0

C1√
s
ds = 2µC1

√

T2 ≤
1

2
.

Here C1 and T1 are the constants introduced in Lemma 3.7. Notice that the choice of T2
is independent of the initial configuration and the offspring distribution. We claim that

(3.18) Ẽ

[∣

∣

∣
JT2

(j)
∣

∣

∣

]

≤ N0

2j
, j ∈ N.

From this claim we have

Ẽ

[∣

∣

∣
JT2

∣

∣

∣

]

=
∞
∑

j=1

Ẽ

[∣

∣

∣
JT2

(j)
∣

∣

∣

]

≤ N0,

as desired for this lemma.
Let us prove the claim (3.18) for j = 1 by using the (τ,A)-marking procedure, given

as in Subsection 3.3, with τ = 0 and A = I0. From Lemma 3.6, the (0, I0)-embedded
killing-coalescing Brownian particle system

{

(

X
ψ(0,I0,t,k)
t

)

t≥0
: k ∈ N

}

is a killing-coalescing Brownian particle system with killing rate µ and initial configuration

(xi)
n
i=1. Recall that the sets of labels I

(0,I0)
t and J

(0,I0)
t are given by (3.14) and (3.15) for

every t ≥ 0. Observe that almost surely
∣

∣

∣
JT2

(1)
∣

∣

∣
≤
∣

∣

∣
J
(0,I0)
T2

∣

∣

∣

since any branching event induced by an initial particle is also a branching event of the
(0, I0)-embedded killing-coalescing Brownian particle system. Now, from Lemmas 3.5–3.7
and (3.17), we have

Ẽ

[∣

∣

∣
JT2

(1)
∣

∣

∣

]

≤ Ẽ

[∣

∣

∣
J
(0,I0)
T2

∣

∣

∣

]

= µẼ

[
∫ T2

0

∣

∣I(0,I0)s

∣

∣ds

]

≤ µ

∫ T2

0

N0C1√
s

ds ≤ N0/2

as desired.
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We now prove the claim (3.18) by induction over j ∈ N. For the sake of induction, let

us assume that Ẽ[|JT2(j)|] ≤ N0/2
j for some j ∈ N. For any Ullam-Harris label α ∈ U ,

let us denote by

JαT2
:=
{

β ∈ U :
←−
β = α, ζβ = ζβ,β ≤ T2

}

the collection of the labels of the children of the particle α that induced a branching event
before time T2. Then we have a decomposition

∣

∣

∣
JT2

(j + 1)
∣

∣

∣
=

∑

α∈U :|α|=j

∣

∣

∣
JαT2

∣

∣

∣
.

We claim that

(3.19) Ẽ

[∣

∣

∣
JαT2

∣

∣

∣

∣

∣

∣
F̃ρα

]

≤ 1{α∈JT2
}/2

for each α ∈ U , where the stopping time ρα is given by

ρα :=

{

ζα, if α ∈ JT2 ,
T2, otherwise.

Admitting the claim (3.19), we have

Ẽ

[∣

∣

∣
JT2

(j + 1)
∣

∣

∣

]

= Ẽ





∑

α∈U :|α|=j

E

[∣

∣

∣
JαT2

∣

∣

∣

∣

∣

∣
F̃ρα

]





≤ 1

2
Ẽ





∑

α∈U :|α|=j

1{α∈JT2
}



 =
1

2
Ẽ

[∣

∣

∣
JT2

(j)
∣

∣

∣

]

≤ N0/2
j+1.

Now the desired (3.18) follows by induction.
We still needs to verify the claim (3.19) for an arbitrarily fixed α ∈ U . Since the

offspring distribution are bounded, there exists an m ∈ N such that pk = 0 for every
k ∈ N̄ with k > m. Let us consider the (ρα,Uα)-marking procedure given as in Subsection
3.3 for the particle system where

(3.20) Uα := {(α, k) : k ∈ N}
is the collection of all the possible labels of the children of the particle α. From Lemma
3.6 we know that, conditioned on F̃ρα , the (ρα,Uα)-embedded killing-coalescing Brownian
particle system

{

(

X
ψ(ρα ,Uα,t,k)
ρα+t

)

t≥0
: k ∈ N

}

is a killing-coalescing Brownian particle system with killing rate µ and initial configuration

(X
(α,k)
ρα )Nα

k=1. Here, on the event {α ∈ JT2}, Nα := Zα ≤ m is the number of children of

the particle α; and on the event {α /∈ JT2} = {ρα = T2}, Nα := 0, i.e., there is no initial
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particle for the (ρα,Uα)-embedded killing-coalescing Brownian particle system. Recall
that

∣

∣

∣
J
(ρα,Uα)
T2

∣

∣

∣
=
∣

∣

∣

{

k ∈ N : ζ
(ρα,Uα)
k ≤ T2,Θ

(ρα,Uα)(k) = 1
}∣

∣

∣

is the number of the branching events of the (ρα,Uα)-embedded killing-coalescing Brow-
nian particle system up to time T2. Observe that almost surely

∣

∣

∣
JαT2

∣

∣

∣
≤
∣

∣

∣
J
(ρα,Uα)
T2

∣

∣

∣

since any branching event induced by a child of the particle α is also a branching event of
the (ρα,Uα)-embedded killing-coalescing Brownian particle system. Now, from Lemmas
3.5 and 3.7, we have

Ẽ

[∣

∣

∣
JαT2

∣

∣

∣

∣

∣

∣
F̃ρα

]

≤ Ẽ

[∣

∣

∣
J
(ρα,Uα)
T2

∣

∣

∣

∣

∣

∣
F̃ρα

]

= µẼ

[
∫ T2−ρα

0

∣

∣

∣
I
(ρα,Uα)
ρα+s

∣

∣

∣
ds

∣

∣

∣

∣

F̃ρα

]

≤ 1{α∈JT2
}µ

∫ T2

0

C1√
s
ds ≤ 1{α∈JT2

}/2

as claimed. �

As a corollary of Lemmas 3.5 and 3.8, we have the following.

Corollary 3.9. Let T2(µ) ≥ 0 be given as in Lemma 3.8, then

µẼ

[
∫ t

0

|Is|ds
]

= Ẽ[|Jt|] ≤ N0, ∀t ∈ [0, T2(µ)].

Similarly, let us give an upper bound for Ẽ[|It|].
Lemma 3.10. Let T2(µ) ≥ 0 be given as in Lemma 3.8, then for any t ∈ [0, T2(µ)] it
holds that

Ẽ[|It|] ≤
C1N0√

t
∧ n+ 2µC2

1πN0

where C1 is the constant given as in Lemma 3.7.

Proof. Let us fix an arbitrary T ∈ (0, T2(µ)]. Notice that for every β ∈ U with |β| > 1,

β ∈ IT implies
←−
β ∈ JT . Therefore

(3.21) |IT | ≤ |I∅T |+
∑

α∈JT

|IαT |

where

I∅T :=
{

β ∈ U : |β| = 1, Xβ
T ∈ R

}

is the collection of the labels of the initial particles still alive at time T , and for every
α ∈ U ,

IαT :=
{

β ∈ U :
←−
β = α,Xβ

T ∈ R

}

is the collection of the labels of the children of particle α who are alive at time T .
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Consider the (τ,A)-marking procedure, given as in Subsection 3.3, with τ = 0 and
A = I0. From Lemma 3.6, the (0, I0)-embedded killing-coalescing Brownian particle
system

{

(

X
ψ(0,I0,t,k)
t

)

t≥0
: k ∈ N

}

is a killing-coalescing Brownian particle system with killing rate µ and initial configuration

(xi)
n
i=1. Recall that the sets of labels I

(0,I0)
T are given by (3.14) for every T ≥ 0. Note

that I∅T is a subset of I
(0,I0)
T , since any initial particles that are alive at time T are also

marked by a finite integer in the (0, I0)-marking procedure. Therefore, by Lemma 3.7,
we have

Ẽ[|I∅T |] ≤ Ẽ

[∣

∣

∣
I
(0,I0)
T

∣

∣

∣

]

≤ C1N0√
T
∧ n.

Since the offspring distribution is bounded, there exists an m ∈ N such that pk = 0 for
every k > m. We claim that for every α ∈ U ,

(3.22) Ẽ

[

|IαT |
∣

∣

∣
F̃ρα

]

≤ C1√
T − ρα

∧m

where the stopping time ρα is defined by

ρα :=

{

ζα, if α ∈ JT ,
T, otherwise.

From this claim and (3.21), we know that

Ẽ[|IT |] ≤
C1N0√
T
∧ n+ Ẽ

[

∑

α∈JT

Ẽ

[

|IαT |
∣

∣

∣
F̃ρα

]

]

≤ C1N0√
T
∧ n+ Ẽ

[

∑

α∈JT

(

C1√
T − ζα

∧m
)

]

.

Notice that for each α ∈ U , α ∈ JT if and only if there exists a (unique) s ∈ (0, T ] such
that Xα

s− ∈ R and N({s}×{α}×N̄) = 1; and in this case, it holds that ζα = s. Therefore,
almost surely

(3.23)
∑

α∈JT

(

C1√
T − ζα

∧m
)

=

∫

U

∫ T

0

(

C1√
T − s

∧m
)

1{Xα
s−∈R}

N(ds, dα, N̄).

Notice that the left hand side of (3.23) is dominated bym|J̄T | (see Lemma 3.1), which, un-
der the assumption of the bounded offspring distribution and finite many initial particles,
has finite first moment. Therefore from Lemmas 3.3 and 3.4, we have

Ẽ

[

∑

α∈JT

(

C1√
T − ζα

∧m
)

]

= µẼ

[

∑

α∈U

∫ T

0

(

C1√
T − s ∧m

)

1{Xα
s−∈R}

ds

]

.
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From this, and Fubini’s theorem, we know that

Ẽ[|IT |] ≤
C1N0√
T
∧ n+ µ

∫ T

0

C1√
T − s Ẽ[|Is|]ds.

Since T ∈ (0, T2(µ)] is arbitrary, we can iterate the above inequality and get from Fubini’s
theorem that

Ẽ[|IT |] ≤
C1N0√
T
∧ n+ µ

∫ T

0

C1√
T − s

[

C1N0√
s
∧ n+ µ

∫ s

0

C1√
s− r Ẽ[|Ir|]dr

]

ds

≤ C1N0√
T
∧ n+ µN0C

2
1

∫ T

0

1√
T − s

1√
s
ds+

µ2C2
1

∫ T

0

Ẽ[|Ir|]
(
∫ T

r

1√
T − s

1√
s− rds

)

dr

=
C1N0√

T
∧ n + µC2

1πN0 + µ2C2
1π

∫ T

0

Ẽ[|Ir|]dr.

Here in the last step, we used the fact that, for every r ∈ [0, T ),
∫ T

r

1√
T − s

1√
s− rds =

∫ T−r

0

1√
T − r − l

1√
l
dl =

∫ 1

0

1
√

z(1 − z)
dz = π.

Now, from Corollary 3.9 and (3.17), we have

Ẽ[|IT |] ≤
C1N0√
T
∧ n+ 2µC2

1πN0

as desired for this lemma.
We still need to verify the claim (3.22) for an arbitrarily fixed α ∈ U . Consider the

(ρα,Uα)-marking procedure for the particle system where Uα is given as in (3.20). From

Lemma 3.6 we know that, conditioned on F̃ρα , the (ρα,Uα)-embedded killing-coalescing
Brownian particle system

{

(

X
ψ(ρα ,Uα,t,k)
ρα+t

)

t≥0
: k ∈ N

}

is a killing-coalescing Brownian particle system with killing rate µ and initial configuration

(X
(α,k)
ρα )Nα

k=1. Here, on the event {α ∈ JT}, Nα = Zα ≤ m is the number of children of
the particle α; and on the event {α /∈ JT} = {ρα = T}, we have Nα = 0, i.e., there is
no initial particle for the (ρα,Uα)-embedded killing-coalescing Brownian particle system.
Recall that

∣

∣

∣
I
(ρα,Uα)
T

∣

∣

∣
=
∣

∣

∣

{

k ∈ N : X
ψ(ρα,Uα,T−ρα,k)
T ∈ R

}∣

∣

∣

is the number of particles of the (ρα,Uα)-embedded killing-coalescing Brownian particle
system at time T . Observe that

|IαT | ≤
∣

∣

∣
I
(ρα,Uα)
T

∣

∣

∣
, a.s.
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To see this, note that both sides of the above inequality equals 0 on the event {α /∈ JT} =
{ρα = T}; and on the event {α ∈ JT}, any child of the particle α is always marked by a
finite number in the (ρα,Uα)-marking procedure. Now from Lemma 3.7 we have that

Ẽ

[

|IαT |
∣

∣

∣
F̃ρα

]

≤ Ẽ

[∣

∣

∣
I
(ρα,Uα)
T

∣

∣

∣

∣

∣

∣
F̃ρα

]

≤ C1√
T − ρα

∧m

as claimed. �

Corollary 3.9 and Lemma 3.10 give the upper bounds for the expectations of the random
variables listed in (3.16) up to the time T2(µ). Using the Markov property of the measure
valued process (Xt)t≥0 given in (3.3), we can verify that for any t ∈ (T2, 2T2],

Ẽ[|It|] ≤ Ẽ

[

C1NT2√
t− T2

∧ |IT2 |+ 2µC2
1πNT2

]

≤
(

1 + 2µC2
1π
)

Ẽ

[∣

∣

∣
IT2

∣

∣

∣

]

≤
(

1 + 2µC2
1π
)

(

C1√
T2

+ 2µC2
1π

)

N0

and

Ẽ[|Jt|] = µẼ

[
∫ t

0

|Is|ds
]

= µẼ

[
∫ T2

0

|Is|ds
]

+ µẼ

[

∫ t

T2

|Is|ds
]

≤ N0 + Ẽ[NT2] ≤ N0 + Ẽ

[∣

∣

∣
IT2

∣

∣

∣

]

≤
(

1 +
C1√
T2

+ 2µC2
1π

)

N0.

Repeating this procedure inductively for t ∈ (kT2, (k + 1)T2] with k ∈ N, one can verify
the following result.

Corollary 3.11. For every t ≥ 0, there exist C2(µ, t) > 0 and C3(µ, t) > 0 such that

Ẽ[|Is|] ≤
C1N0√

s
∧ n+ C2(µ, t)N0, 0 ≤ s ≤ t

and

Ẽ[|Jt|] = µẼ

[
∫ t

0

|Is|ds
]

≤ C3(µ, t)N0.

Here, the constants C2(µ, t) and C3(µ, t) are independent of the initial configuration and
the bounded offspring distribution.

3.5. Uniform upper bound for arbitrary offspring distribution and initial con-

figuration. In this subsection, let us consider a branching-coalescing Brownian particle
system {(Xα

t )t≥0 : α ∈ U} with an arbitrary offspring distribution (pk)k∈N̄ and an arbi-
trary initial configuration (xi)

n
i=1. Suppose that N0 := |{xi : i ∈ N, i ≤ n}| <∞.

Proof of Theorem 1.4. For every m ∈ N, denote by {(X(m),α
t )t≥0 : α ∈ U} the m-

truncated version of the particle system {(Xα
t )t≥0 : α ∈ U} given as in Subsection 3.1.

Denote (I
(m)
t )t≥0 and (J

(m)
t )t≥0 as in (3.7) and (3.8). It was known from Lemma 3.1 that

for every t ≥ 0, |I(m)
t | and |J (m)

t | monotonically increase to |It| and |Jt|, respectfully, as
m ↑ ∞.
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Since {(X(m),α
t )t≥0 : α ∈ U} is a branching-coalescing Brownian particle system with

its offspring distribution and initial number of particles both bounded by m, we can
conclude from Corollary 3.11 that for every t ≥ 0,

Ẽ

[∣

∣

∣
I
(m)
t

∣

∣

∣

]

≤ C1N0√
t
∧m+ C2(µ, t)N0

and

Ẽ

[∣

∣

∣
J
(m)
t

∣

∣

∣

]

= µẼ

[
∫ t

0

∣

∣I(m)
s

∣

∣ds

]

≤ C3(µ, t)N0

where the constants C2(µ, t) > 0 and C3(µ, t) > 0 are independent of the initial con-
figuration (xi)

n
i=1 and the truncation number m. Taking m ↑ ∞, the desired result now

follows from the monotone convergence theorem. �

3.6. The exponential term. In this subsection, let (bk)k∈N̄ be a family of real numbers
satisfying (2.12) and (1.3) for some R ≥ 1. Let {(Xα

t )t≥0 : α ∈ U} be a branching-
coalescing Brownian particle system with initial configuration (xi)

n
i=1 such that n < ∞,

the branching rate µ is given as in (2.13), and the offspring distribution (pk)k∈N̄ is given

as in (2.14). Recall from (3.7) that, for every m ∈ N, I
(m)
t is the labels of the particles

in the m-truncated particle system living at time t ≥ 0. Also recall that (Kt)t≥0 is given
as in (2.15). We will prove a result which is stronger than Proposition 2.1. This stronger
result will be used later in the proof of Proposition 2.2.

Lemma 3.12. For every T ≥ 0, it holds that

sup
0≤t≤T

Ẽ

[

(

1 + eKt
)

(

1 + |It|+
∣

∣

∣
I
(m)
t

∣

∣

∣

2
)]

<∞.

We postpone the proof of Lemma 3.12 to Appendix A.2. The proof uses a supermartin-
gale argument which is in a similar spirit to the proof of Lemma 3 of [4].

Proof of Proposition 2.1. The desired result is an immediate corollary of Lemma 3.12. �

We also need another expectation bound for the truncated particle system. It will be
used in the proof of Proposition 2.2.

Lemma 3.13. For every m ∈ N with m ≥ 2 and T ≥ 0, it holds that

Ẽ







(

1 + eK
(m)
T

)

∑

α,β∈I
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)






<∞

where

K
(m)
t :=

(

µ+ b1 −
1

m

)
∫ t

0

|I(m)
s |ds, t ≥ 0

and

I
(m)
[0,T ] :=

⋃

s∈[0,T ]

I(m)
s
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is the collection of labels of the particles born up until time T in them-truncated branching-
coalescing Brownian particle system.

We postpone the proof of Lemma 3.13 to Appendix A.2. In the proof, roughly speaking,
we first analyze the moments of the exponential term and the local time terms separately,
and then use Hölder’s inequality. This is in a similar spirit to an argument in [4, p. 1725].

4. Proof of Proposition 2.2

In this section, we assume that the assumptions in Proposition 2.2 hold. More precisely,
let f ∈ C(R, [0, 1]), n ∈ N and (xi)

n
i=1 be a finite list of real numbers. Let the real-

valued function (b(z))z∈[0,1] satisfy b(0) ≥ 0 ≥ b(1) > −∞, (1.2) and (1.3) for some
R ≥ 1. Suppose that the C(R, [0, 1])-valued process (ut)t≥0, on a filtered probability
space (Ω,F , (Ft)t≥0,Pf), is a solution to the SPDE (1.1) with initial value u0 = f . Let
{(Xα

t )t≥0 : α ∈ U} be a branching-coalescing Brownian particle system, on a probability

space (Ω̃, F̃ , P̃), with initial configuration (xi)
n
i=1, branching rate µ > 0 given by (1.13),

and offspring distribution (pk)k∈N̄ given by (2.14).

Denote by P the product probability measure Pf × P̃ on the product space Ω× Ω̃. To
establish the duality (Proposition 2.2), we consider

(4.1) Ξǫ,mt,s := E



(−1)
∣

∣

∣
J̃
(m)
s

∣

∣

∣

eK
(m)
s

∏

α∈I
(m)
s

(Pǫut)(X
α
s )



, t, s ≥ 0, ǫ ≥ 0, m ∈ N.

Here, (Pǫ)ǫ≥0 is the one-dimensional heat semi-group, i.e. the transition semi-group of

the one-dimensional Brownian motion; I
(m)
s is the collections of the labels of the living

particles at time s ≥ 0 of the m-truncated branching-coalescing Brownian particle system
given as in (3.7);

J̃ (m)
s := {α ∈ U : ζ (m)

α = ζα,α ≤ s, bZα
< 0}, s ≥ 0, m ∈ N;

and

K(m)
s := (µ+ b1 −

1

m
)

∫ s

0

|I(m)
r |dr, s ≥ 0, m ∈ N.

Notice that, as m ↑ ∞, the almost sure limit of the alternating term (−1)|J̃(m)
s | in (4.1)

is (−1)|J̃s|, since by Theorem 1.4 and Lemma 3.2, |J̃ (m)
s | ↑ |J̃s| ≤ |Js| < ∞, a.s. Also,

observe that

(4.2)

∣

∣

∣

∣

∣

∣

(−1)|J̃(m)
s |eK

(m)
s

∏

α∈I
(m)
s

(Pǫut)(X
α
s )

∣

∣

∣

∣

∣

∣

≤ 1 + eKs ∈ L1(P), s, t ≥ 0, ǫ ≥ 0, m ∈ N,

by Proposition 2.1. Therefore, the right hand side of (4.1) is well-defined and finite.
Moreover, by Lemma 3.2 and the dominated convergence theorem, we have

(4.3) lim
m→∞

Ξǫ,mt,s = Ξǫ,∞t,s := E

[

(−1)|J̃s|eKs

∏

α∈Is

(Pǫut)(X
α
s )

]

, t, s, ǫ ≥ 0.
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Now, the desired duality formula (2.16) can be written as Ξ0,∞
T,0 = Ξ0,∞

0,T .
Our proof of Proposition 2.2 follows closely the strategy of the proof of Theorem 1 of

[4]. There are mainly three steps:

• Step 1. By applying Ito’s formula to (−1)
∣

∣

∣
J̃
(m)
s

∣

∣

∣

eK
(m)
s
∏

α∈I
(m)
s

(Pǫut)(X
α
s ) as a func-

tion of ut, we obtain a decomposition for Ξǫ,mt,s − Ξǫ,m0,s .

• Step 2. By applying Ito’s formula to (−1)
∣

∣

∣
J̃
(m)
s

∣

∣

∣

eK
(m)
s
∏

α∈I
(m)
s

(Pǫut)(X
α
s ) as a func-

tion of {(Xα
s )s≥0 : α ∈ U}, we obtain a decomposition for Ξǫ,mt,s − Ξǫ,mt,0 .

• Step 3. By inserting the two decompositions above in the equality
∫ T

0

(

Ξǫ,mr,0 − Ξǫ,m0,r
)

dr =

∫ T

0

(

Ξǫ,mT−s,s − Ξǫ,m0,s
)

ds−
∫ T

0

(

Ξǫ,mt,T−t − Ξǫ,mt,0
)

dt,

and then by taking the iterated limit as we first let ǫ ↓ 0 and then let m ↑ ∞, we
can verify that

∫ T

0

(

Ξ0,∞
r,0 − Ξ0,∞

0,r

)

dr = 0

for every T . This, and a continuity result of the maps r 7→ Ξ0,∞
0,r and r 7→ Ξ0,∞

r,0

will finish the proof of Proposition 2.2.

Let us mention a crucial difference between our approach and the one in [4]. In [4], the
particle system is stopped at a sequence of stopping times, instead of having truncated
offspring at each of its branching events. This is partially due to the fact that the offspring
distribution considered in [4] already have all finite moments, without the need of further
truncation.

The precise statements of the three main steps above are given in the following three
lemmas.

Lemma 4.1 (Step 1). For any t, s ≥ 0, ǫ > 0 and m ∈ N, it holds that

Ξǫ,mt,s − Ξǫ,m0,s = Λǫ,mt,s + Φǫ,mt,s +Ψǫ,m
t,s

where

Λǫ,mt,s := E



(−1)|J̃(m)
s |eK

(m)
s

∫ t

0





∑

α∈I
(m)
s

(

∆

2
Pǫur

)

(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫur)
(

Xβ
s

)



dr



,

(4.4) Φǫ,mt,s := E



(−1)|J̃(m)
s |eK

(m)
s

∫ t

0





∑

α∈I
(m)
s

(Pǫ(b ◦ ur))(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫur)
(

Xβ
s

)



dr



,

and

Ψǫ,m
t,s := E



(−1)|J̃(m)
s |eK

(m)
s ×
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∫ t

0

dr

∫

σ(ur(y))
2





∑

α,β∈I
(m)
s :α≺β

pǫ(y −Xα
s )pǫ(y −Xβ

s )
∏

γ∈I
(m)
s \{α,β}

(Pǫur)(X
γ
s )



dy





are all well-defined. Furthermore, for any ǫ > 0 and m ∈ N,

sup
s,t∈[0,T ]

max
{∣

∣Ξǫ,mt,s
∣

∣,
∣

∣Λǫ,mt,s
∣

∣,
∣

∣Φǫ,mt,s
∣

∣,
∣

∣Ψǫ,m
t,s

∣

∣

}

<∞, T ≥ 0.

Lemma 4.2 (Step 2). For any t, s ≥ 0, ǫ > 0 and m ∈ N, it holds that

Ξǫ,mt,s − Ξǫ,mt,0 = Λ̃ǫ,mt,s + Φ̃ǫ,mt,s + Ψ̃ǫ,m
t,s

where

Λ̃ǫ,mt,s := E





∫ s

0

(−1)|J̃(m)
r |eK

(m)
r





∑

α∈I
(m)
r

(

∆

2
Pǫut

)

(Xα
r )

∏

β∈I
(m)
r \{α}

(Pǫut)
(

Xβ
r

)



dr



,

(4.5)

Φ̃ǫ,mt,s := E





∫ s

0

(−1)|J̃(m)
r |eK

(m)
r





∑

α∈I
(m)
r

(

b(m) ◦ (Pǫut)
)

(Xα
r )

∏

β∈I
(m)
r \{α}

(Pǫut)
(

Xβ
r

)



dr



,

and

Ψ̃ǫ,m
t,s :=

1

2
E

[

∫ s

0

(−1)|J̃(m)
r |eK

(m)
r ×(4.6)

∑

α,β∈I
(m)
r :α≺β

(σ ◦ (Pǫut))(Xα
r )

2





∏

γ∈I
(m)
r \{α,β}

(Pǫut)(X
γ
r )



dLα,βr

]

are all well-defined. Here,

(4.7) b(m)(z) :=
∑

k∈N̄

bkz
k∧m − 1

m
z, z ∈ [0, 1], m ∈ N.

Furthermore, for any ǫ > 0 and m ∈ N,

sup
s,t∈[0,T ]

max
{∣

∣

∣
Λ̃ǫ,mt,s

∣

∣

∣
,
∣

∣

∣
Φ̃ǫ,mt,s

∣

∣

∣
,
∣

∣

∣
Ψ̃ǫ,m
t,s

∣

∣

∣

}

<∞, T ≥ 0.

The above two lemmas allows us to write down the following decomposition: For any
T ≥ 0, ǫ > 0 and m ∈ N,

∫ T

0

(

Ξǫ,mr,0 − Ξǫ,m0,r
)

dr =

∫ T

0

(

Ξǫ,mT−s,s − Ξǫ,m0,s
)

ds−
∫ T

0

(

Ξǫ,mt,T−t − Ξǫ,mt,0
)

dt(4.8)

=

∫ T

0

Λǫ,mT−s,sds−
∫ T

0

Λ̃ǫ,mt,T−tdt+

∫ T

0

Φǫ,mT−s,sds−
∫ T

0

Φ̃ǫ,mt,T−tdt +

∫ T

0

Ψǫ,m
T−s,sds−

∫ T

0

Ψ̃ǫ,m
t,T−tdt.
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Lemma 4.3 (Step 3).

(1) For every s, t ≥ 0 and m ∈ N, it holds that

lim
ǫ↓0

Ξǫ,mt,s = Ξ0,m
t,s .

(2) Both r 7→ Ξ0,∞
r,0 and r 7→ Ξ0,∞

0,r are continuous functions on [0,∞).
(3) For every T ≥ 0, ǫ > 0 and m ∈ N, it holds that

∫ T

0

Λǫ,mT−s,sds =

∫ T

0

Λ̃ǫ,mt,T−tdt.

(4) For every T ≥ 0 and m ∈ N, it holds that

lim
ǫ↓0

(
∫ T

0

Ψǫ,m
T−s,sds−

∫ T

0

Ψ̃ǫ,m
t,T−tdt

)

= 0.

(5) For every T ≥ 0, it holds that

lim
m↑∞

lim
ǫ↓0

(
∫ T

0

Φǫ,mT−s,sds−
∫ T

0

Φ̃ǫ,mt,T−tdt

)

= 0.

Let us first explain how Proposition 2.2 follows from Lemmas 4.1, 4.2, and 4.3.

Proof of Proposition 2.2. Let T ≥ 0 be arbitrary. By (4.2) and Proposition 2.1, we know
that

sup
0≤s≤T,t≥0,ǫ≥0,m∈N

|Ξǫ,mt,s | ≤ Ẽ[1 + eKT ] <∞.

Therefore, by Lemma 4.3 (1), (4.3), and the bounded convergence theorem, we have

lim
m→∞

lim
ǫ↓0

∫ T

0

(

Ξǫ,mr,0 − Ξǫ,m0,r
)

dr =

∫ T

0

(

Ξ0,∞
r,0 − Ξ0,∞

0,r

)

dr.

By taking ǫ ↓ 0 and then m ↑ ∞ in (4.8), we get from Lemma 4.3 (3–5) that
∫ T

0

(

Ξ0,∞
r,0 − Ξ0,∞

0,r

)

dr = 0.

Finally, since T > 0 is arbitrary, from Lemma 4.3 (2), we get Ξ0,∞
T,0 = Ξ0,∞

0,T as desired. �

The rest of this section is devoted to the proofs of Lemmas 4.1, 4.2, and 4.3.

Proof of Lemma 4.1. Let us fix an arbitrary ǫ > 0.
Step 1. Recall that for any g ∈ C(R, [0, 1]) and x ∈ R,

(Pǫg)(x) =

∫

pǫ(x− y)g(y)dy

where pǫ(x) = e−x
2/(2ǫ)/

√
2πǫ, (ǫ, x) ∈ (0,∞) × R is the heat kernel. It is standard to

argue, see [39, p. 431] for example, that for any t ≥ 0 and x ∈ R, the following holds
almost surely

(Pǫut)(x)− (Pǫu0)(x)
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=

∫ t

0

∆

2
(Pǫur)(x)dr +

∫ t

0

(

Pǫ(b ◦ ur)
)

(x)dr +

∫∫ t

0

σ(ur(y))pǫ(x− y)W (drdy).

Applying Itô’s formula, for any real-valued finite list (xi)i∈I with I = {1, · · · , n} and
t ≥ 0, we have

n
∏

i=1

(Pǫut)(xi)−
n
∏

i=1

(Pǫu0)(xi)(4.9)

=

∫ t

0





∑

i∈I

(

∆

2
Pǫur

)

(xi)
∏

j∈I\{i}

(Pǫur)(xj)



dr +

∫ t

0





∑

i∈I

(Pǫ(b ◦ ur))(xi)
∏

j∈I\{i}

(Pǫur)(xj)



dr +

∫∫ t

0





∑

i∈I

σ(ur(y))pǫ(xi − y)
∏

j∈I\{i}

(Pǫur)(xj)



W (drdy) +

∫∫ t

0





∑

(i,j)∈I2:i<j

σ(ur(y))
2pǫ(xi − y)pǫ(xj − y)

∏

k∈I\{i,j}

(Pǫur)(xk)



drdy.

Step 2. It is easy to see that the stochastic integral with respect to white noise at the
right hand side of (4.9) is a maringale. Then, by taking expectation on both sides of (4.9)
with respect to the measure P, we can verify that for each (xi)i∈I and t ≥ 0,

(4.10)

E

[

∏

i∈I

(Pǫut)(xi)

]

− E

[

∏

i∈I

(Pǫu0)(xi)

]

= E





∫ t

0





∑

i∈I

(

∆

2
Pǫur

)

(xi)
∏

j∈I\{i}

(Pǫur)(xj)



dr



+

E





∫ t

0





∑

i∈I

(Pǫ(b ◦ ur))(xi)
∏

j∈I\{i}

(Pǫur)(xj)



dr



+

E





∫∫ t

0





∑

(i,j)∈I2:i<j

σ(ur(y))
2pǫ(xi − y)pǫ(xj − y)

∏

k∈I\{i,j}

(Pǫur)(xk)



drdy



.

Here, it is straightforward to verify that the two expectations on the left hand side of
(4.10) are bounded by 1; the first, second, and the third, expectations on the right hand
side of (4.10) are bounded by ǫ−1|I|t, ‖b‖∞|I|t, and ‖σ‖2∞‖pǫ‖∞|I|2t, respectively.
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Step 3. Let us replace the deterministic (xi)i∈I in (4.10) by the random (Xα
s )α∈I(m)

s
,

and take expectations with respect to P̃, after multiplied by (−1)J̃(m)
s eK

(m)
s , for each of the

terms in (4.10). This leads us to the desired result for this lemma after applying Fubini’s
theorem. To use Fubini’s theorem, of course, we need to verify the integrable conditions
for each term.

For instance, for the first term on the right hand side, it is sufficient to show that

(4.11) E
[

(1 + eKs)|Is|
]

<∞, s ≥ 0,

since for each s ≥ 0, almost surely,

∫ t

0

∣

∣

∣

∣

∣

∣

(−1)|J̃(m)
s |eK

(m)
s





∑

α∈I
(m)
s

(

∆

2
Pǫur

)

(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫur)
(

Xβ
s

)





∣

∣

∣

∣

∣

∣

dr

≤ ǫ−1
∫ t

0

eK
(m)
s |I(m)

s |dr ≤ t(1 + eKs)ǫ−1|Is|.

Note that (4.11) holds by Lemma 3.12, and furthermore,

sup
s,t∈[0,T ]

|Λǫ,mt,s | ≤
T

ǫ
sup

0≤s≤T
Ẽ
[

(1 + eKs)|Is|
]

<∞, T ≥ 0.

Similar arguments are valid for other terms of (4.10) as well, while replacing (xi)i∈I with

(Xα
s )α∈I(m)

s
, multiplying each terms with (−1)J̃(m)

s eK
(m)
s , and then taking expectations with

respect to P̃. We are done. �

Proof of Lemma 4.2. Step 1. Take an arbitrary h ∈ C2b(R, [0, 1]), i.e. a [0, 1]-valued twice
continuously differentiable function h on R satisfying ‖h′‖∞ <∞ and ‖h′′‖∞ <∞. Also

define h(†) := 1. Recall that ξα and ζ
(m)
α are respectively the birth-time and the death-

time of the particle α ∈ U in the m-truncated branching-coalescing Brownian particle
system. Using Ito’s formula, it is standard to verify that for any deterministic finite
subset I of U and s ≥ 0, we have almost surely

∏

α∈I

h(X(m),α
s )−

∏

α∈I

h(X
(m),α
0 )−

∑

r≤s

(

∆
∏

α∈I

h(X(m),α
r )

)

(4.12)

=

∫ s

0

∑

α∈I





∏

β∈I\{α}

h(X
(m),β
r− )



1
(ξα,ζ

(m)
α ]

(r)
1

2
h′′(X

(m),α
r− )dr +

∫ s

0

∑

α∈I





∏

β∈I\{α}

h(X
(m),β
r− )



1
(ξα,ζ

(m)
α ]

(r)h′(X
(m),α
r− )dBα

r .

Here, we write ∆At := At −At− for any t ≥ 0 and càdlàg process (At)t≥0.
Step 2. Let us fix the arbitrary m ∈ N, and take a sequence of deterministic finite

subset In of U such that In ↑ U as n ↑ ∞. Recall that I
(m)
r is the set of labels of the
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living particles at time r ≥ 0 for the m-truncated branching-coalescing Brownian particle
system. From Subsection 3.1, we have for each s ≥ 0,

I
(m)
[0,s] :=

⋃

r∈[0,s]

I(m)
r

is a (random) finite subset of U . Therefore, almost surely for every s ≥ 0, there exists a

large (random) Ñs ∈ N, such that for any n ≥ Ñs it holds that I
(m)
[0,s] ⊂ In. Using this,

we can verify that, after replacing I by this sequence of In and then taking n ↑ ∞, the
second term on the right hand side of (4.12) is Cauchy sequence in M 2

c , the space of
continuous L2-martingales; while all the other terms of (4.12) converges almost surely.
This allows us to verify that almost surely for each s ≥ 0,

∏

α∈I
(m)
s

h(X(m),α
s )−

∏

α∈I
(m)
0

h(X
(m),α
0 )−

∑

r≤s







∆
∏

α∈I
(m)
r

h(X(m),α
r )







=
1

2

∫ s

0

∑

α∈I
(m)
r−







∏

β∈I
(m)
r− \{α}

h(X
(m),β
r− )






h′′(X

(m),α
r− )dr +Mm,h

s

where Mm,h
· is a continuous L2-martingale with quadratic variation

〈Mm,h
s 〉 =

∫ s

0

∑

α∈I
(m)
r−







∏

β∈I
(m)
r− \{α}

h(X
(m),β
r− )







2

h′(X
(m),β
r− )2dr, s ≥ 0.

Step 3. Let us define the process

Hm,h
r := (−1)J̃(m)

r eK
(m)
r

∏

α∈I
(m)
r

h
(

X(m),α
r

)

, r ≥ 0.

Since there are only finitely many jumps for the process Hm,h
· up to any finite time, it

is straightforward to verify, using Step 2 and Ito’s formula, that almost surely for every
s ≥ 0,

Hm,h
s −Hm,h

0(4.13)

=

∫ s

0

Hm,h
r−

∑

α∈I
(m)
r−

(

µ+ b1 −
1

m
+
h′′(X

(m),α
r− )

2h(X
(m),α
r− )

)

dr +

∫ s

0

(−1)J̃(m)
r− eK

(m)
r− dMm,h

r +

∫

(0,s]×U×N̄

1
{α∈I

(m)
r− }

Hm,h
r−

(

(−1)1{bk<0}
h(X

(m),α
r− )k∧m

h(X
(m),α
r− )

− 1

)

N(dr, dα, dk) +
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∫

(0,s]×R

1
{α,β∈I

(m)
r− }

Hm,h
r− (h(X

(m),α
r− )−1 − 1)M(dr, d(α, β)).

Step 4. We want to take the expectation of (4.13). However, it is not clear whether
the second term on the right hand side is a (true) martingale. Notice that its quadratic
variation is given by

〈
∫ s

0

(−1)J̃(m)
r− eK

(m)
r− dMm,h

r

〉

=

∫ s

0

e2K
(m)
r−

∑

α∈I
(m)
r−







∏

β∈I
(m)
r− \{α}

h(X
(m),β
r− )







2

h′(X
(m),α
r− )2dr

≤ ‖h′‖2∞
∫ s

0

e2K
(m)
r− |I(m)

r− |dr, s ≥ 0.

Therefore, we can define a sequence of predictable stopping time τn ↑ ∞ by

τn := inf

{

t ≥ 0 : ‖h′‖2∞
∫ t

0

e2K
(m)
r− |I(m)

r− |dr = n

}

, n ∈ N,

which guarantees that, for each n ∈ N,

s 7→
∫ s∧τn

0

(−1)J̃(m)
r− eK

(m)
r− dMm,h

r

is an L2-martingale. Let us then take the expectation of (4.13) while replacing s by s∧τn
and obtain, for each n ∈ N and s ≥ 0,

(4.14)

Ẽ
[

Hm,h
s∧τn

]

− Ẽ

[

Hm,h
0

]

= Ẽ







∫ s∧τn

0

Hm,h
r−

∑

α∈I
(m)
r−

(

µ+ b1 −
1

m
+
h′′(X

(m),α
r− )

2h(X
(m),α
r− )

)

dr






+

Ẽ

[

∫

(0,s∧τn]×U×N̄

1
{α∈I

(m)
r− }

Hm,h
r−

(

(−1)1{bk<0}
h(X

(m),α
r− )k∧m

h(X
(m),α
r− )

− 1

)

N̂(dr, dα, dk)

]

+

Ẽ

[∫

(0,s∧τn]×R

1
{α,β∈I

(m)
r− }

Hm,h
r− (h(X

(m),α
r− )−1 − 1)M̂(dr, d(α, β))

]

.

Here, we have replaced N, and M, by their compensators N̂, and M̂, respectively. This
is allowed, due to Lemma 3.3 and the fact that for any s ≥ 0 and n ∈ N,

∫

(0,s∧τn]×U×N̄

∣

∣

∣

∣

∣

1
{α∈I

(m)
r− }

Hm,h
r−

(

(−1)1{bk<0}
h(X

(m),α
r− )k∧m

h(X
(m),α
r− )

− 1

)∣

∣

∣

∣

∣

N̂(dr, dα, dk)
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≤
∫ s

0

∑

α∈I
(m)
r−

∑

k∈N̄

∣

∣

∣

∣

∣

1
{α∈I

(m)
r− }

Hm,h
r−

h(X
(m),α
r− )

(

(−1)1{bk<0}h(X
(m),α
r− )k∧m − h(X(m),α

r− )
)

∣

∣

∣

∣

∣

µpkdr

≤ 2µ

∫ s

0

eK
(m)
r− |I(m)

r− |dr ∈ L1(P̃), by Lemma 3.12

and that

2

∫

(0,s∧τn]×R

∣

∣

∣
1
{α,β∈I

(m)
r− }

Hm,h
r− (h(X

(m),α
r− )−1 − 1)

∣

∣

∣
M̂(dr, d(α, β))(4.15)

≤
∑

(α,β)∈R

∫ s

0

∣

∣

∣

∣

∣

1
{α,β∈I

(m)
r− }

Hm,h
r−

h(X
(m),α
r− )

(1− h(X(m),α
r− ))

∣

∣

∣

∣

∣

dLα,βr

≤ 2
∑

(α,β)∈R

∫ s

0

1
{α,β∈I

(m)
r− }

eK
(m)
r− dLα,βr

≤ 2(1 + eK
(m)
s )

∑

α,β∈I
(m)
[0,s]

:α≺β

Lα,βs ∈ L1(P̃), by Lemma 3.13.

Finally, observing that there are certain cancellations on the right hand side of (4.14),
we obtain that for any s ≥ 0 and n ∈ N,

Ẽ
[

Hm,h
s∧τn

]

− Ẽ

[

Hm,h
0

]

(4.16)

= Ẽ







∫ s∧τn

0

Hm,h
r−

∑

α∈I
(m)
r−

h′′(Xα
r−)

2h(Xα
r−)

dr






+

Ẽ







∫ s∧τn

0

Hm,h
r−

∑

α∈I
(m)
r−

b(m)(h(Xα
r−))

h(Xα
r−)

dr






+

Ẽ

[
∫

(0,s∧τn]×R

1
{α,β∈I

(m)
r− }

Hm,h
r− (h(Xα

r−)
−1 − 1)M̂(dr, d(α, β))

]

.

Here, recall that b(m) is defined in (4.7).
Step 5. Let us fix and arbitrary s ≥ 0. Observe that, for each n ∈ N, the integrands in

the first and the second terms on the left hand side of (4.16) are dominated by 1 + eK
(m)
s

and 1 repectively; while the integrands in the first and the second terms on the right
hand side of (4.16) are dominated by

1

2
‖h′′‖∞

∫ s

0

eK
(m)
r− |I(m)

r− |dr and ‖b(m)‖∞
∫ s

0

eK
(m)
r− |I(m)

r− |dr
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respectively. Also observe from (4.15) that the integrand in the third term on the right
hand side of (4.16) is dominated by

2(1 + eK
(m)
s )

∑

α,β∈I
(m)
[0,s]

:α≺β

Lα,βs .

Now, by using Lemmas 3.12, 3.13 and the dominated convergence theorem, after taking
n→∞ in (4.16), we can verify that (4.16) still holds after replacing s∧ τn by s. That is

(4.17)

Ẽ
[

Hm,h
s

]

− Ẽ

[

Hm,h
0

]

= Ẽ







∫ s

0

Hm,h
r−

∑

α∈I
(m)
r−

h′′(Xα
r−)

2h(Xα
r−)

dr






+ Ẽ







∫ s

0

Hm,h
r−

∑

α∈I
(m)
r−

b(m)(h(Xα
r−))

h(Xα
r−)

dr






+

Ẽ

[
∫

(0,s]×R

1
{α,β∈I

(m)
r− }

Hm,h
r− (h(Xα

r−)
−1 − 1)M̂(dr, d(α, β))

]

.

Step 6. Fix an arbitrary t ≥ 0. After replacing the arbitrarily chosen h ∈ C2
b(R, [0, 1])

by Pǫut and then taking expectation with respect to P on both sides of (4.17), we can
verify the desired result for this proposition while applying Fubini’s theorem. Of course,
to use Fubini’s theorem, we need to verify the integrability of (4.17) for each term. For
instance, for the third term on the right hand side, we can verify, with a similar argument
as in (4.15), that

E

[
∫

(0,s]×R

∣

∣

∣
1
{α,β∈I

(m)
r− }

Hm,Pǫut
r− ((Pǫut)(X

α
r−)
−1 − 1)

∣

∣

∣
M̂(dr, d(α, β))

]

(4.18)

≤ 2E






(1 + eK

(m)
s )

∑

α,β∈I
(m)
[0,s]

:α≺β

Lα,βs






<∞.

Therefore, by Fubini’s theorem and Lemma 3.4, we have

∫

Ẽ

[
∫

(0,s]×R

1
{α,β∈I

(m)
r− }

Hm,h
r− (h(Xβ

r−)
−1 − 1)M̂(dr, d(α, β))

]∣

∣

∣

∣

h=Pǫut

dP

= E

[
∫

(0,s]×R

1
{α,β∈I

(m)
r− }

Hm,Pǫut
r− ((Pǫut)(X

β
r−)
−1 − 1)M̂(dr, d(α, β))

]

=
1

2
E







∫ s

0

∑

α,β∈I
(m)
r− :α≺β

(−1)Jm
r−eK

(m)
r−







∏

γ∈I
(m)
r− \{α,β}

(Pǫut)(X
γ
r−)






×
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(

(Pǫut)(X
α
r−)− (Pǫut)(X

α
r−) · (Pǫut)(Xβ

r−)
)

dLα,βr






= Ψ̃ǫ,m

t,s .

Here, we used the fact that 1
{α,β∈I

(m)
r− }

dLα,βr = 1
{α,β∈I

(m)
r− ,Xα

r−=Xβ
r−}

dLα,βr which is standard

for the Brownian local times. Note that (4.18) also implies that

sup
0≤s,t≤T

∣

∣

∣
Ψ̃ǫ,m
t,s

∣

∣

∣
≤ 2E






(1 + eK

(m)
T )

∑

α,β∈I
(m)
[0,T ]

:α≺β

Lα,βT






<∞.

Similar arguments are valid for all the other terms on the right hand side of (4.17), and
we are done. �

Proof of Lemma 4.3 (1). The desired result follows from the continuity of u and the dom-
inated convergence theorem, immediately after noticing that the integrand in (4.1) is

dominated by eK
(m)
s , which is integrable with respect to P by Proposition 2.1. �

Proof of Lemma 4.3 (2). From (4.3), we know that for any r ≥ 0,

Ξ0,∞
r,0 = E

[

n
∏

i=1

ur(xi)

]

and Ξ0,∞
0,r = Ẽ

[

(−1)|J̃r|eKr

∏

α∈Ir

f(Xα
r )

]

.

From the bounded convergence theorem, and the fact that r 7→ ur(x) is a continuous
function bounded by 1 for each x ∈ R, we have that r 7→ Ξ0,∞

r,0 is continuous.

To show that r 7→ Ξ0,∞
0,r is continuous, we fix an arbitrary (deterministic) r ≥ 0 and

define the event Ω̃r ⊂ Ω̃ such that

Ω̃r =
{

N({r} × U × N̄) = 0
}

∩ {M({r} × R) = 0} ∩
{
∫ t

0

|Is|ds <∞, ∀t ≥ 0

}

∩ {Jt <∞, ∀t ≥ 0}.

From the property of the Poisson random measure, we have

Ẽ[N({r} × U × Z+)] =
∑

α∈U

∑

k∈N̄

N̂({r} × {α} × {k}) = 0,

and

Ẽ[M({r} × R)] =
∑

(α,β)∈R

Ẽ[M({r} × {(α, β)})] =
∑

(α,β)∈R

Ẽ[M̂({r} × {(α, β)})] = 0.

From this and Theorem 1.4, it is clear that P̃(Ω̃r) = 1.

Firstly note that, on the event Ω̃r, since there are only finitely many branching events up
to any finite time and there is no branching occurring at time r, there exists a (random)
ε := ε(r) > 0 such that there is no branching event occurring in the time interval



WRIGHT-FISHER EQUATIONS WITH IRREGULAR DRIFTS 39

(r − 2ε, r + 2ε). Secondly note that, on the event Ω̃r, since t 7→ |It| is non-increasing on
(r − 2ε, r + 2ε) and

∫ r+2ε

r−2ε

|It|dt <∞,

it must hold that |It| <∞ for every t ∈ (r−2ε, r+2ε); in particular, |Ir−ε| <∞. Thirdly
note that, on the event Ω̃r, since there are only finitely many coalescing events occurring
in the time interval (r − ε, r + ε) and non of them occurs at the time r, there exists a
random ε̃ := ε̃(r) > 0 such that there is no change of the total number of particles in
the time interval (r − ε̃, r + ε̃). Let us now take an arbitrary (deterministic) sequence
(rn)n∈N ⊂ (0, r + 1) such that rn → r as n→∞. Then, it can be verified that

Hn := 1Ω̃r
(−1)|J̃rn |eKrn

∏

α∈Irn

f(Xα
rn)

a.s.−−−→
n→∞

H := 1Ω̃r
(−1)|J̃r|eKr

∏

α∈Ir

f(Xα
r ).

From Proposition 2.1, we know that each element of (Hn)n∈N is dominated by 1+eKr+1 ∈
L1(P̃). Therefore, by the dominated convergence theorem, we have

Ξ0,∞
0,rn = Ẽ[Hn] −−−→

n→∞
Ẽ[H ] = Ξ0,∞

0,r .

Finally, since r ≥ 0 and (rn)n∈N are arbitrary, we obtain the continuity of r 7→ Ξ0,∞
0,r . �

Proof of Lemma 4.3 (3). From Lemma 3.12 and the fact that
∥

∥

∆
2
Pǫut

∥

∥

∞
≤ ǫ−1, we have

E





∫∫

s,t≥0,s+t≤T

∣

∣

∣

∣

∣

∣

(−1)|J̃(m)
s |eK

(m)
s





∑

α∈I
(m)
s

(

∆

2
Pǫut

)

(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫut)
(

Xβ
s

)





∣

∣

∣

∣

∣

∣

dtds





≤ ǫ−1E

[∫∫

s,t≥0,s+t≤T

eK
(m)
s
∣

∣I(m)
s

∣

∣dtds

]

≤ ǫ−1T Ẽ

[∫ T

0

eK
(m)
s
∣

∣I(m)
s

∣

∣ds

]

<∞.

Now by Fubini’s theorem we know that both
∫ T

0

Λǫ,mT−s,sds and

∫ T

0

Λ̃ǫ,mt,T−tdt

are equal to

E





∫∫

s,t≥0,s+t≤T

(−1)|J̃(m)
s |eK

(m)
s





∑

α∈I
(m)
s

(

∆

2
Pǫut

)

(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫut)
(

Xβ
s

)



dtds



.

The desired result now follows. �

Proof of Lemma 4.3 (4). Step 1. For any m ∈ N and s, t ≥ 0, define Ψ̃0,m
t,s by replacing ǫ

by 0 in (4.6). Also, define random variables

Kǫ,mt,r (α, β) := 1
{α,β∈I

(m)
r }

(−1)|J̃(m)
r |eK

(m)
r (σ ◦ (Pǫut))(Xα

r )
2





∏

γ∈I
(m)
r \{α,β}

(Pǫut)(X
γ
r )
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which clearly satisfies that

∣

∣Kǫ,mt,r (α, β)
∣

∣ ≤ ‖σ‖2∞1{α,β∈I(m)
r }

eK
(m)
r

for every ǫ ≥ 0, m ∈ N, t, r ≥ 0 and (α, β) ∈ R. Therefore, we can verify from (3.13)
that

∫ T

0

E





∑

(α,β)∈R

∫ T−t

0

∣

∣Kǫ,mt,r (α, β)
∣

∣dLα,βr



dt

≤
∫ T

0

E





∑

(α,β)∈R

‖σ‖2∞
∫ T−t

0

1
{α,β∈I

(m)
r }

eK
(m)
r dLα,βr



dt

≤ ‖σ‖2∞TE






(1 + eK

(m)
T )

∑

α,β∈I
(m)
[0,T ]

:α≺β

Lα,βT






<∞.

Therefore, by the Fubini’s theorem and dominated convergence theorem, we can verify

∫ T

0

Ψ̃ǫ,m
t,T−tdt =

1

2

∫ T

0

E

[

∑

α,β∈R

∫ T−t

0

Kǫ,mt,r (α, β)dLα,βr

]

dt

−−→
ǫ→0

1

2

∫ T

0

E

[

∑

α,β∈R

∫ T−r

0

K0,m
t,r (α, β)dLα,βr

]

dt =

∫ T

0

Ψ̃0,m
t,T−tdt.

Step 2. It can be verified from Fubini’s theorem that for any s, t ≥ 0, ǫ > 0, and
m ∈ N,

Ψǫ,m
t,s = E





∑

(α,β)∈R

∫

pǫ(y −Xα
s )pǫ(y −Xβ

s )Y
ǫ,m
t,s (y;α, β)dy





where

Y ǫ,m
t,s (y;α, β) := (−1)|J̃(m)

s |eK
(m)
s 1

{α,β∈I
(m)
s }

∫ t

0

σ(ur(y))
2





∏

γ∈I
(m)
s \{α,β}

(Pǫur)(X
γ
s )



dr.

By Fubini’s theorem again, and by substituting y with y +Xα
s , we have

∫ T

0

Ψǫ,m
T−s,sds = E





∑

(α,β)∈R

∫

dy

∫ T

0

pǫ(y)pǫ(y +Xα
s −Xβ

s )Y
ǫ,m
T−s,s(y +Xα

s ;α, β)ds



.

Step 3. Recall from (2.4) that Lα,β·,z is the local time of the process X̃α
· −X̃β

· at the level
z ∈ R. By the theorem of the occupation density, c.f. [24, Theorem 29.5] and [4, Lemma
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2], we can verify that for each (α, β) ∈ R, ǫ > 0 and y ∈ R, almost surely

2

∫ T

0

pǫ(y)pǫ(y +Xα
s −Xβ

s )Y
ǫ,m
T−s,s(y +Xα

s ;α, β)ds(4.19)

=

∫ T

0

pǫ(y)pǫ(y + X̃α
s − X̃β

s )Y
ǫ,m
T−s,s(y +Xα

s ;α, β)d
〈

X̃α
s − X̃β

s

〉

=

∫

dz

∫ T

0

pǫ(y)pǫ(y + z)Y ǫ,m
T−s,s(y +Xα

s ;α, β)dL
α,β
s,z .

Using the dominated convergence theorem, we can verify that the expression in (4.19) is
almost surely continuous in y ∈ R. Therefore, (4.19) actually holds for every y ∈ R and
(α, β) ∈ R, almost surely, for every ǫ > 0. Therefore, we have

2

∫ T

0

Ψǫ,m
T−s,sds = E





∑

(α,β)∈R

∫

dy

∫

dz

∫ T

0

pǫ(y)pǫ(y + z)Y ǫ,m
T−s,s(y +Xα

s ;α, β)dL
α,β
s,z



.

Step 4. By an argument similar to [4, p. 1725], we can verify that almost surely

lim
ǫ↓0

∑

(α,β)∈R

∫

dy

∫

dz

∫ T

0

pǫ(y)pǫ(y + z)Y ǫ,m
T−s,s(y +Xα

s ;α, β)dL
α,β
s,z

=
∑

(α,β)∈R

∫ T

0

Y 0,m
T−s,s(X

α
s ;α, β)dL

α,β
s .

Notice also that almost surely
∫ T

0

∣

∣Y ǫ,m
T−s,s(y +Xα

s ;α, β)
∣

∣dLα,βs,z ≤ (1 + eK
(m)
T )T‖σ‖2∞1{α,β∈I(m)

[0,T ]
}
sup
z0∈R

Lα,βT,z0,

and therefore

∑

(α,β)∈R

∣

∣

∣

∣

∫

dy

∫

dz

∫ T

0

pǫ(y)pǫ(y + z)Y ǫ,m
T−s,s(y +Xα

s ;α, β)dL
α,β
s,z

∣

∣

∣

∣

≤ (1 + eK
(m)
T )T‖σ‖2∞

∑

α,β∈I
(m)
[0,T ]

:α≺β

sup
z0∈R

Lα,βT,z0

which is integrable, thanks to Lemma 3.13. Now, by Steps 2 and 3, the dominated
convergence theorem, and Fubini’s theorem, we can verify that

2

∫ T

0

Ψǫ,m
T−s,sds −→

ǫ↓0
E





∑

(α,β)∈R

∫ T

0

Y 0,m
T−s,s(X

α
s ;α, β)dL

α,β
s



 = 2

∫ T

0

Ψ̃0,m
t,T−tdt.

Combining this with Step 1, we are done. �
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Proof of Lemma 4.3 (5). Step 1. For every t, s ≥ 0 and m ∈ N, define Φ0,m
t,s and Φ̃0,m

t,s by

taking ǫ = 0 in (4.4) and (4.5) respectively. For every t, s ≥ 0, define Φ0,∞
t,s and Φ̃0,∞

t,s by

Φ0,∞
t,s := E



(−1)|J̃s|eKs

∫ t

0





∑

α∈Is

(b ◦ ur)(Xα
s )

∏

β∈Is\{α}

ur
(

Xβ
s

)



dr





and

Φ̃0,∞
t,s := E





∫ s

0

(−1)|J̃r|eKr





∑

α∈Ir

(b ◦ ut)(Xα
r )

∏

β∈Ir\{α}

ut
(

Xβ
r

)



dr



.

Step 2. We will show that, for a fixed arbitrary T > 0 and m ∈ N with m ≥ 2,

lim
ǫ↓0

∫ T

0

Φ̃ǫ,mt,T−tdt =

∫ T

0

Φ̃0,m
t,T−tdt.

Firstly, we note that almost surely with respect to P, for any t, s ≥ 0 and ǫ ≥ 0, the
random variable

∣

∣

∣

∣

∣

∣

1{s+t≤T}(−1)|J̃
(m)
s |eK

(m)
s 1

{α∈I
(m)
s }

(

b(m) ◦ (Pǫut)
)

(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫut)
(

Xβ
s

)

∣

∣

∣

∣

∣

∣

is bounded by C41{α∈Is}(1 + eKs) where C4 :=
∑

k∈N̄ |bk|+ 1 <∞. Secondly notice that,
by Lemma 3.12,

∫ T

0

E

[

∑

α∈U

∫ T

0

1{α∈Is}
(

1 + eKs
)

dt

]

ds = T

∫ T

0

E
[

|Is|
(

1 + eKs
)]

ds <∞.

Thirdly notice that, almost surely with respect to P, for any t, s ≥ 0 and α ∈ U , the
random variables

1
{α∈I

(m)
s }

(Pǫut)(X
α
s ) and 1

{α∈I
(m)
s }

(

b(m) ◦ (Pǫut)
)

(Xα
s )

converge, as ǫ ↓ 0, to
1
{α∈I

(m)
s }

ut(X
α
s ) and 1

{α∈I
(m)
s }

(

b(m) ◦ ut
)

(Xα
s ),

respectively. Here, we used the fact that z 7→ b(m)(z) is a bounded continuous map, and
almost surely, x 7→ ut(x) is a bounded continuous map. From those, we can verify using
Fubini’s theorem and dominated convergence theorem that the desired result for this step
holds.

Step 3. We will show that, for fixed arbitrary T > 0 and m ∈ N with m ≥ 2,

lim
ǫ↓0

∫ T

0

Φǫ,mT−s,sds =

∫ T

0

Φ0,m
T−s,sds.

Recall that

b(z) =
∞
∑

k=0

bkz
k + b∞z

∞, z ∈ [0, 1],
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where z∞ := 1{z=1} for z ∈ [0, 1]. If b∞ = 0 then the map z 7→ b(z) is continuous on [0, 1],
and the desired result for this step follows from an argument similar to Step 2. However,
if b∞ > 0, then b(z) is not continuous at z = 1. So we will use a different argument here
which depends on a technical result: Proposition A.1 in Appendix A.3.

Notice that for any ǫ ≥ 0,

(4.20)

∫ T

0

Φǫ,mT−s,sds =

∫ T

0

E

[
∫ T−s

0

Bǫ,m
r,s dr

]

ds,

where

Bǫ,m
r,s := (−1)|J̃(m)

s |eK
(m)
s





∑

α∈I
(m)
s

(Pǫ(b ◦ ur))(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫur)
(

Xβ
s

)



.

Also note that, for any ǫ ≥ 0 and r, s ∈ [0, T ],

(4.21) |Bǫ,m
r,s | ≤ eK

(m)
s ‖b‖∞|I(m)

s |
and that by Lemma 3.12,

∫ T

0

E

[
∫ T−s

0

eK
(m)
s ‖b‖∞|I(m)

s |dr
]

ds = (T − s)E
[
∫ T

0

eK
(m)
s ‖b‖∞|I(m)

s |ds
]

<∞.

Therefore, by Fubini’s theorem,

(4.22) the orders of the integration and the expectations on the right hand side of (4.20)
are interchangeable.

On the other hand, we can verify from Lemma 3.1 that

(4.23) τ̃n ↑ ∞ as n ↑ ∞ where 0 = τ̃0 < τ̃1 < τ̃2 < · · · are the occurring times of
the branching/coalescing events for the m-truncated branching-coalescing particle

system {(X(m),α
t )t≥0 : α ∈ U}.

Therefore, from (4.20), (4.22) and (4.23), for any ǫ ≥ 0,

∫ T

0

Φǫ,mT−s,sds =

∫ T

0

E

[
∫ T−r

0

Bǫ,m
r,s ds

]

dr =

∫ T

0

E

[

∞
∑

k=1

∫ T−r

0

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s ds

]

dr.

Using Fubini’s theorem again, we have for every ǫ ≥ 0,

∫ T

0

Φǫ,mT−s,sds =

∫ T

0

Ef

[

∞
∑

k=1

∫ T−r

0

Ẽ
[

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s

]

ds

]

dr

=

∫ T

0

Ef

[

∞
∑

k=1

∫ T−r

0

Ẽ

[

Ẽ

[

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]]

ds

]

dr.(4.24)

Recall here that Ef is the expectation corresponding to the random field u, and Ẽ is the
expectation corresponding to the m-truncated branching-coalescing Brownian particles
system.
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Fixing arbitrary r, s ∈ [0, T ] and k ∈ N, we can write for every ǫ ≥ 0,

Ẽ

[

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]

= 1{s≥τ̃k−1}Ẽ

[

1{s<τ̃k}B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]

= 1{s≥τ̃k−1}(−1)
∣

∣

∣
J̃
(m)
τ̃k−1

∣

∣

∣

e
K

(m)
τ̃k−1 exp

{

(µ+ b1 +
1

m
)(s− τ̃k−1)

∣

∣

∣
I
(m)
τ̃k−1

∣

∣

∣

}

×

Ẽ



1{s<τ̃k}





∑

α∈I
(m)
s

(Pǫ(b ◦ ur))(Xα
s )

∏

β∈I
(m)
s \{α}

(Pǫur)
(

Xβ
s

)





∣

∣

∣

∣

∣

∣

F̃τ̃k−1



.

Notice that, from the strong Markov property of Brownian motions, after the time
τ̃k−1, the particles in the m-truncated branching-coalescing Brownian particle system
will evolve as independent Brownian motions until the next occurring time of its branch-
ing/coalescing event. Therefore, we can further write for every ǫ ≥ 0 that

Ẽ

[

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]

= 1{s≥τ̃k−1}(−1)
∣

∣

∣

J̃
(m)
τ̃k−1

∣

∣

∣

e
K

(m)
τ̃k−1e

(µ+b1+
1
m
)(s−τ̃k−1)

∣

∣

∣

I
(m)
τk−1

∣

∣

∣

(Pǫ
s−τ̃k−1

F )(X̃).(4.25)

Here,

X̃ := (Xα1
τ̃k−1

, · · · , XαN

τ̃k−1
) ∈ R

N

is a (random) finite list of real numbers with N ∈ N and (αk)
N
k=1 given so that

α1 ≺ · · · ≺ αN and {α1, · · · , αN} = I
(m)
τ̃k−1

;

F is a (random) bounded measurable function on R
N given so that

F (x1, · · · , xN) =
N
∑

i=1

(b ◦ ur)(xi)
∏

j∈{1,··· ,N}\{i}

ur(xj), (x1, . . . , xn) ∈ R
N ;

and (Pǫ
t)t≥0,ǫ≥0 are the operators given as in (A.6) with n replaced by the random N .

Now, from (4.25), Proposition A.1 and the fact that P̃(τ̃k−1 = s) = 0, we have almost
surely

Ẽ

[

1{s∈[τ̃k−1,τ̃k)}B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]

−−→
ǫ→0

Ẽ

[

1{s∈[τ̃k−1,τ̃k)}B
0,m
r,s

∣

∣

∣
F̃τ̃k−1

]

.

Also observe from (4.21) that
∣

∣

∣
Ẽ

[

1s∈[τ̃k−1,τ̃k)B
ǫ,m
r,s

∣

∣

∣
F̃τ̃k−1

]∣

∣

∣
≤ Ẽ

[

1s∈[τ̃k−1,τ̃k)e
K

(m)
s ‖b‖∞|I(m)

s |
∣

∣

∣
F̃τ̃k−1

]

and that
∫ T

0

Ef

[

∞
∑

k=1

∫ T−r

0

Ẽ

[

Ẽ

[

1s∈[τ̃k−1,τ̃k)e
K

(m)
s ‖b‖∞|I(m)

s |
∣

∣

∣
F̃τ̃k−1

]]

ds

]

dr

=

∫ T

0

E

[

∞
∑

k=1

∫ T−r

0

1s∈[τ̃k−1,τ̃k)e
K

(m)
s ‖b‖∞|I(m)

s |ds
]

dr
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=

∫ T

0

E

[
∫ T−r

0

eK
(m)
s ‖b‖∞|I(m)

s |ds
]

dr <∞.

So by applying the dominated convergence theorem on the right hand side of (4.24), we
get the desired result for this step.

Step 4. Notice from Lemma 3.2 that almost surely with respect to P, for any t, s ≥ 0
and α ∈ U , the random variables

(−1)|J̃(m)
s |, K(m)

s , 1
{α∈I

(m)
s }

,
∏

β∈I
(m)
s \{α}

ut
(

Xβ
s

)

, and 1
{α∈I

(m)
s }

b(m) ◦ ut(Xα
s ),

converge, as m ↑ ∞, to

(−1)|J̃s|, Ks, 1{α∈Is},
∏

β∈Is\{α}

ut
(

Xβ
s

)

, and 1{α∈Is}b ◦ ut(Xα
s ),

respectively. From this, we can verify, using Fubini’s theorem and dominated convergence
theorem, that

(4.26) lim
m↑∞

∫ T

0

Φ0,m
T−s,sds =

∫ T

0

Φ0,∞
T−s,sds,

and that

(4.27) lim
m↑∞

∫ T

0

Φ̃0,m
t,T−tdt =

∫ T

0

Φ̃0,∞
t,T−tdt.

Using Fubini’s theorem again, we have

(4.28)

∫ T

0

Φ0,∞
T−s,sds =

∫ T

0

Φ̃0,∞
t,T−tdt.

Finally, from the results in Steps 1 and 2, (4.26), (4.27) and (4.28), we have

lim
m↑∞

lim
ǫ↓0

∫ T

0

Φǫ,mT−s,sds = lim
m↑∞

lim
ǫ↓0

∫ T

0

Φ̃ǫ,mt,T−tdt,

as desired. �

5. Proof of the weak existence part of Theorem 1.1

As have been noted in Subsection 1.2, the weak existence of SPDE (1.1) is standard
for b∞ = 0. So, we have to verify existence only for the case of b∞ 6= 0. For simplicity, let
us also assume that bk = 0 for every k ∈ N \ {1}, as the argument for the more general
cases is similar. Then, with these parameters, the SPDE (1.1) is given by

(5.1)

{

∂tut =
1
2
∂2xut + b1ut + b∞1{1}(ut) +

√

ut(1− ut)Ẇ ,

u0 = f.

Due to the condition (1.3), we have b1 ≤ −|b∞|.
The idea of the existence proof is to construct an approximating sequence of C(R, [0, 1])-

valued processes {(u(m)
t (x))t≥0,x∈R : m ≥ 1} to show that this sequence is tight, and it

has a limit point that solves (5.1).
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This sequence will be constructed to solve the following SPDEs,

(5.2)







∂tu
(m)
t = 1

2
∂2xu

(m)
t + b1u

(k)
t + b∞

(

u
(m)
t

)m

+

√

u
(m)
t (1− u(m)

t )Ẇ (m),

u
(m)
0 = f,

where (Ẇ (m))n∈N is a sequence of space-times white noises.
The main difficulty in the proof is to show that a sub-sequential weak limit point of

{u(m) : m ≥ 1} indeed solves (5.1). It is non-trivial since, it is not clear why convergence

of any subsequence u(mk) to u, would imply convergence of
(

u
(mk)
t (x)

)mk

to 1{1}(ut(x)).

The challenge comes from the discontinuity of the function 1{1}(·).
This difficulty will be resolved via duality argument,which is based on the convergence

of the dual particle system of u(m) to the dual particle system of u. We will give the
details below, but first let us introduce the settings for the rest of this section and state
some useful lemmas. Let x ∈ R be arbitrary. Let {(Xα

t )t≥0 : α ∈ U} be a coalescing-
branching Brownian particle system with branching rate µ := |b∞|, offspring distribution
p∞ = 1, and initial configuration (xi)

∞
i=1 such that xi = x for every i ∈ N. This particle

system is defined on some probability space (Ω̃, F̃ , P̃). If we want to emphasize that all the

particles start at x, we write P̃x for the probability measure, and Ẽ
x for the corresponding

expectation. For each l, m ∈ N ∪ {∞}, recall that the (l, m)-truncated version of this

particle system {(X(l,m),α
t )t≥0 : α ∈ U}, given as in Subsection 3.1, is a coalescing-

branching Brownian particle system with branching rate µ, offspring distribution pm = 1,

and initial configuration (xi)
l
i=1. Also recall the sets of labels I

(l,m)
t and J

(l,m)
t for t ≥ 0

are given as in (3.7) and (3.8) respectively. The following lemma is a variant of Lemma

3.2. It allows us to approximate |I(l,∞)
t | and |J (l,∞)

t | from below.

Lemma 5.1. Almost surely, for each l, m ∈ N with l ≤ m and t ≥ 0, we have

I
(l,m)
t = {α ∈ U : ‖α‖∞ ≤ m,α ∈ I(l,∞)

t }
and

J
(l,m)
t = {α ∈ U : ‖α‖∞ ≤ m,α ∈ J (l,∞)

t }.
We omit the proof of the above lemma, because it is very similar to the proof of Lemma

3.2 in Appendix A.1. Recall that the sets of indices (It)t≥0, (Jt)t≥0 for the non-truncated

system were defined in (2.10), (2.11). Let us consider the event Ω̃′ := ∪∞n=1{|J1/n| = 0}.
From Theorem 1.4, we have for every ǫ > 0,

P̃(|Jǫ| = 0) = 1− P̃(|Jǫ| ≥ 1) ≥ 1− Ẽ[|Jǫ|] = 1− µ
∫ ǫ

0

Ẽ[|Is|]ds

which implies that

(5.3) P̃(Ω̃′) = lim
n→∞

P̃(|J1/n| = 0) = 1.

Define the random integer Lǫ = sup{α1 : α ∈ Iǫ} ∨ 0 for each ǫ > 0. Since for ǫ > 0,
almost surely Iǫ is a finite set (Theorem 1.4), we have almost surely Lǫ < ∞. The

following lemma allows us to approximate |It| and |Jt| by |I(l,∞)
t | and |J (l,∞)

t | when l ↑ ∞.



WRIGHT-FISHER EQUATIONS WITH IRREGULAR DRIFTS 47

Lemma 5.2. For any ǫ > 0, almost surely on the event {|Jǫ| = 0}, for every finite integer
l ≥ Lǫ and t ≥ 0, we have

I
(l,∞)
t = {α ∈ U : α1 ≤ l, α ∈ It}

and

J
(l,∞)
t = {α ∈ U : α1 ≤ l, α ∈ Jt}.

We omit the proof of the above lemma, because it is also similar to the proof of Lemma
3.2 in Appendix A.1.

Lemma 5.3. Suppose that (Zk)k∈N is a sequence of [0, 1]-valued random variables con-
verging almost surely to a [0, 1]-valued random variable Z. Assume that E[Zk

k ] converges
to E[1{1}(Z)] when k ↑ ∞. Then Zk

k converges to 1{1}(Z) in Lp for every p ≥ 1 when
k ↑ ∞.

Proof. Let us first prove the L1 convergence. Note that for every k ∈ N,

E
[∣

∣Zk
k − 1{1}(Z)

∣

∣

]

= E
[∣

∣Zk
k − 1{1}(Z)

∣

∣1{Z=1}

]

+ E
[∣

∣Zk
k − 1{1}(Z)

∣

∣1{Z<1}

]

= E
[(

1− Zk
k

)

1{Z=1}

]

+ E
[

Zk
k1{Z<1}

]

= E
[

1{1}(Z)
]

− E
[

Zk
k

]

+ 2E
[

Zk
k1{Z<1}

]

.(5.4)

It is clear that Zk
k converges to 0 on the event {Z < 1}, and therefore the third term

on the right hand side of (5.4) converges to 0, when k ↑ ∞. Now (5.4) implies that Zk
k

converges to 1{1}(Z) in L
1 when k ↑ ∞.

It is then clear that Zk
k converges in probability to 1{1}(Z). Also, it can be verified

form bounded convergence theorem that for any p ≥ 1,

lim
k→∞

E
[(

Zk
k

)p]
= E

[(

1{1}(Z)
)p]
.

Now from [24, Theorem 5.12] we also obtain the Lp convergence for every p ≥ 1 as
desired. �

Now we are ready to present the main steps of the existence proof. The construction
of the approximating sequence u(m) and one of its weak limit points will be carried out
in the Steps 1, 2. The non-trivial part, as we have mentioned above, is to show that the
limit point indeed solves the SPDE (5.1); this will be done in the Steps 3–7.

Proof of the weak existence part of Theorem 1.1. Step 1. Let C(R) be the space of real-
valued continuous functions on R. Define ‖f‖(p) := supx∈R |ep|x|f(x)| for every p ∈ R

and f ∈ C(R). Define the complete separable metric space Ctem(R) := {f ∈ C(R) : ∀p >
0, ‖f‖(−p) <∞} equipped with the metric

dtem(f, g) :=

∞
∑

k=1

2−k(‖f − g‖(−k−1) ∧ 1), f, g ∈ Ctem(R).

Denote by C(R+, Ctem(R)) the space of Ctem(R)-valued continuous paths on R+, equipped
with the topology of uniform convergence on compact sets. For each m ∈ N, we have the

existence of a C(R+, Ctem(R))-valued random element u(m) = (u
(m)
t )t≥0 = (u

(m)
t (x))t≥0,x∈R
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satisfying the SPDE (5.2) on some probability space. As we have mentioned, existence of
solution to (5.2) is standard (see e.g. [39, Theorem 2.6] and [32, Section 2.1]). Moreover,

u
(m)
t (x) takes values in [0, 1] for each m ∈ N, t ≥ 0 and x ∈ R. Note in particular, the

random elements u(m), for different m ∈ N, are not necessarily driven by the same noise,
nor necessarily defined in the same probability space.

Step 2. One can also verify, by the standard theory (c.g. [39]), that the sequence of
C(R+, Ctem(R))-valued random elements {u(m) : m ∈ N} is tight. In particular, by using
Prokhorov’s theorem and Skorokhod’s representation theorem, there exists a (determin-
istic) strictly increasing N-valued sequence (mk)k∈N, and a sequence of C(R+, Ctem(R))-
valued random elements (ũ(mk))k∈N defined in a common probability space, such that

(5.5) for each k ∈ N, the law of ũ(mk) equals to the law of u(mk);
(5.6) the limit ũ = limk→∞ ũ

(mk) exists almost surely with respect to the topology of
C(R+, Ctem(R)).

It is also clear that (ũt(x))t≥0,x∈R is a [0, 1]-valued continuous random field.
In the rest of the proof, we will show that ũ solves the martingale problem corresponding

to the SPDE (5.1), that is, for any compactly supported smooth (testing) function φ on
R, almost surely for every t ≥ 0,

∫

φ(x)ũt(x)dx−
∫

φ(x)f(x)dx

=
1

2

∫∫ t

0

φ′′(x)ũs(x)dsdx+ b1

∫∫ t

0

φ(x)ũs(x)dsdx+(5.7)

b∞

∫∫ t

0

φ(x)1{1}(ũs(x))dsdx+Mt(φ)

where (Mt(φ))t≥0 is an L2-martingale with quadratic variation

〈M·(φ)〉t =
∫∫ t

0

φ(x)2ũs(x)(1− ũs(x))dsdx, t ≥ 0.

Step 3. Fix an arbitrary x ∈ R. From Proposition 2.2, we have that

E

[

(

u
(m)
t (x)

)l
]

(5.8)

= Ẽ
x



(−1)|J(l,m)
t |1{b∞<0} exp

{

(b1 + |b∞|)
∫ t

0

∣

∣I(l,m)
s

∣

∣ds

}

∏

α∈I
(l,m)
t

f(Xα
t )





holds for each finite l, m ∈ N, and t ≥ 0. While fixing l, replacing m by mk, and then
taking k ↑ ∞ in (5.8), we obtain

E
[

ũt(x)
l
]

= Ẽ
x



(−1)|J(l,∞)
t |1{b∞<0} exp

{

(b1 + |b∞|)
∫ t

0

∣

∣I(l,∞)
s

∣

∣ds

}

∏

α∈I
(l,∞)
t

f(Xα
t )
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for every l ∈ N and t ≥ 0. Here, we used the bounded convergence theorem (recall that

b1 + |b∞| ≤ 0), Step 2, Lemma 5.1, and the fact (from Theorem 1.4) that |J (l,∞)
t | < ∞

almost surely.
Step 4. In this step, we will show that for every t ≥ 0,

E
[

1{1}(ũt(x))
]

= Ẽ
x



(−1)|Jt|1{b∞<0} exp

{

(b1 + |b∞|)
∫ t

0

|Is|ds
}

∏

α∈It

f(Xα
t )



.(5.9)

Note that, from Step 3, for arbitrary t ≥ 0 and ǫ > 0,
∣

∣

∣

∣

∣

∣

E
[

ũt(x)
l
]

− Ẽ
x



1{|Jǫ|=0}(−1)|J
(l,∞)
t |1{b∞<0}e(b1+|b∞|)

∫ t

0 |I
(l,∞)
s |ds

∏

α∈I
(l,∞)
t

f(Xα
t )





∣

∣

∣

∣

∣

∣

≤ P̃
x(|Jǫ| > 0);

which, by taking l ↑ ∞ and then ǫ ↓ 0, implies the desired result for this step. Here, we
used the bounded convergence theorem, Lemma 5.2, (5.3) and the fact (from Theorem
1.4) that almost surely |Jt| <∞.

Step 5. While taking l = m = mk and then k ↑ ∞ in (5.8), we obtain

lim
k→∞

E

[(

ũ
(mk)
t (x)

)mk
]

= Ẽ
x



(−1)|Jt|1{b∞<0} exp

{

(b1 + |b∞|)
∫ t

0

|Is|ds
}

∏

α∈It

f(Xα
t )



.

Here, we used the bounded convergence theorem, Lemma 3.2, and again the fact that
almost surely |Jt| <∞. Combine this with Step 4, we obtain that

lim
k→∞

E

[(

ũ
(mk)
t (x)

)mk
]

= E
[

1{1}(ũt(x))
]

.

Combine this further with (5.6) and Lemma 5.3, we obtain that
(

ũ
(mk)
t (x)

)mk → 1{1}(ũt(x))

in Lp when k →∞ for every p ≥ 1.
Step 6. Fix arbitrary φ ∈ C∞c (R), where C∞c (R) is the space of compactly supported

infinitely differentiable functions on R. In this step, we want to show that, for every
t ≥ 0, when k ↑ ∞,

∫∫ t

0

φ(x)
(

ũ(mk)
s (x)

)mk
dsdx→

∫∫ t

0

φ(x)1{1}(ũs(x))dsdx

in L2. In fact, we can calculate by Hölder’s inequality that, for each t ≥ 0 and k ∈ N,

E

[

(
∫∫ t

0

φ(x)
(

ũ(mk)
s (x)

)mk
dsdx−

∫∫ t

0

φ(x)1{1}(ũs(x))dsdx

)2
]

≤ E

[(
∫∫ t

0

φ(x)2
(

(

ũ(mk)
s (x)

)mk − 1{1}(ũs(x))
)2

dsdx

)

·
(
∫∫ t

0

1{φ(x)6=0}dsdx

)]
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≤ tC5(φ)

∫∫ t

0

φ(x)2E

[

(

(

ũ(mk)
s (x)

)mk − 1{1}(ũs(x))
)2
]

ds(5.10)

where 0 < C5(φ) < ∞ is a constant only depending on the support of φ. From Step 5,
while taking k ↑ ∞, we have for every s ≥ 0 and x ∈ R,

E

[

(

(

ũ(mk)
s (x)

)mk − 1{1}(ũs(x))
)2
]

→ 0.

From this and (5.10), we obtain the desired result for this step using the bounded con-
vergence theorem.

Step 7. Fix arbitrary φ ∈ C∞c (R). From (5.5), we know that almost surely for every
t ≥ 0,

∫

φ(x)ũ
(mk)
t (x)dx−

∫

φ(x)f(x)dx

=
1

2

∫∫ t

0

φ′′(x)ũ(mk)
s (x)dsdx+ b1

∫∫ t

0

φ(x)ũ(mk)
s (x)dsdx+(5.11)

b∞

∫∫ t

0

φ(x)
(

ũ(mk)
s (x)

)mk
dsdx+M

(mk)
t (φ)

where (M
(mk)
t (φ))t≥0 is an L2-martingale with quadratic variation

〈

M (mk)
· (φ)

〉

t
=

∫∫ t

0

φ(x)2ũ(mk)
s (x)(1− ũ(mk)

s (x))dsdx.

From (5.6) and the bounded convergence, we can verify that, for any t ≥ 0, the left hand
side and the first two terms on the right hand side of (5.11) all converge in L2 while

k ↑ ∞. Combine these with the result in Step 6, we know that for any t ≥ 0, M
(mk)
t (φ)

converges in L2 to a random variable Mt(φ) while k ↑ ∞. Now, by the standard theory
for continuous L2-martingales, see [11, Proposition 1.3 & Theorem 4.6] for example, the
limit (Mt(φ))t≥0 is an L2-martingale with quadratic variation

〈M·(φ)〉t =
∫∫ t

0

φ(x)2ũs(x)(1− ũs(x))dsdx.

Now, by taking k ↑ ∞ in (5.11), we can verify the desired result (5.7).
Final Step. By extending the probability space if necessary, it is standard to show (c.f.

[25, Proof of Lemma 2.4]) that the martingale problem solution (ũt(x))t≥0,x∈R is also a
(mild) solution to the SPDE (5.1) with respect to some space-time white noise in some
probability space. Therefore, we are done. �

6. Proofs of Lemmas 1.2 and 1.3

Proof of Lemma 1.2. We will prove the lemma by contradiction. Fix arbitrary b
(1)
∞ , b

(2)
∞ ∈

[−1, 1] with b(1)∞ 6= b
(2)
∞ . For i = 1, 2, let w(i) be the unique in law solution to (1.8) with
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b∞ = b
(i)
∞ , w

(i)
0 = f ∈ C(R, [0, 1]). Assume that w(1) and w(2) have the same laws. Fix

arbitrary non-negative and not identically zero φ ∈ C∞c (R). Then for i = 1, 2, we have
∫

φ(x)w
(i)
t (x)dx−

∫

φ(x)f(x)dx

=
1

2

∫∫ t

0

φ′′(x)w(i)
s (x)dsdx +

∫∫ t

0

φ(x)(1− w(i)
s (x))dsdx(6.1)

− b(i)∞
∫∫ t

0

φ(x)1{0}(w
(i)
s (x))dsdx +M

(i)
t (φ)

where (M
(i)
t (φ))t≥0 is an L2-martingale with quadratic variation

〈

M (i)
· (φ)

〉

t
=

∫∫ t

0

φ(x)2w(i)
s (x)(1− w(i)

s (x))dsdx, t ≥ 0.

By taking expectation on both sides of (6.1), and recalling that w(1) and w(2) have the
same law, we immediately get that

(6.2) b(1)∞ E

[
∫∫ t

0

φ(x)1{0}(w
(1)
s (x))dsdx

]

= b(2)∞ E

[
∫∫ t

0

φ(x)1{0}(w
(2)
s (x))dsdx

]

, t ≥ 0.

Let us check that the expectations in (6.2) are not zero. To this end, it is enough to
check that

E

[

1{0}(w
(i)
t (x))

]

= P

(

w
(i)
t (x) = 0

)

> 0, ∀t > 0, x ∈ R, i = 1, 2.

We will derive this by comparison argument. Let w be any solution to

(6.4)

{

∂twt =
1
2
∆wt + 2(1− wt) +

√

wt(1− wt)Ẇ ,

w0 = f.

Clearly ut = 1−wt, t ≥ 0, satisfies (1.1) with b(u) = −2u and initial conditions u0 = 1−f .
Thus, such u is a unique in law solution of (1.1). Thefere, w is a unique in law solution

to (6.4). By our assumptions on b
(i)
∞ , we immediately have 2(1−z) ≥ (1−z)− b(i)∞1{0}(z),

for z ∈ [0, 1], and i = 1, 2. Therefore, the drift in (6.4) dominates from above the drifts
in equations for w(i), i = 1, 2. This, by weak uniqueness, implies that w scholastically
dominates w(1) and w(2) from above. Therefore,

(6.5) E

[

1{0}(w
(i)
t (x))

]

≥ E
[

1{0}(wt(x))
]

, ∀t ≥ 0, x ∈ R, i = 1, 2.

However, by duality formula (5.9) we obtain

E
[

1{0}(wt(x))
]

= E
[

1{1}(ut(x))
]

= Ẽ
x



exp

{

−2
∫ t

0

|Is|ds
}

∏

α∈It

(1− f)(Xα
t )





where {(Xα
t )t≥0 : α ∈ U} is a coalescing Brownian particle system with initial config-

uration (xi)
∞
i=1 such that xi = x for every i ∈ N. Since f 6≡ 1, and

∫ t

0
|Is|ds, |It| are
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almost surely finite for t > 0 by Theprem 1.4, we immediately get from the properties of
coalescent Brownian motions that

E
[

1{0}(wt(x))
]

> 0, t > 0, x ∈ R.

Then, by (6.5) we have

E

[

1{0}(w
(i)
t (x))

]

> 0, ∀t > 0, x ∈ R.

This and our assumptions of φ imply that the expectations in (6.2) do not equal to zero.
Now, from our assumption (by contradiction) that w(1) and w(2) have the same laws,

we obtain that b
(1)
∞ = b

(2)
∞ which contradicts the condition of this lemma. This implies

that w(1) and w(2) should have different laws. �

Proof of Lemma 1.3 (i). Let us show the non-uniqueness result when the initial value
X0 = 0. It is easy to see that one solution to (1.9) with b∞ = 1 is Xt ≡ 0, t ≥ 0, while
the other one can be the solution to (1.10). Let us show that solution to (1.10) indeed
also solves (1.9) (with b∞ = 1). First let us check that if X solves (1.10), then

(6.6)

∫ t

0

1{0}(Xs)ds = 0, ∀t ≥ 0.

In fact, one can easily get (6.6), by following the steps in the proof of Proposition XI.1.5
in [38]. First, by using Theorem VI.1.7 in [38] one shows that

(6.7) L0
t (X) = 2

∫ t

0

1{0}(Xs)(1−Xs)ds = 2

∫ t

0

1{0}(Xs)ds,

where L0
t (X), t ≥ 0, is the local time of X at zero. Then, again following the proof of

of Proposition XI.1.5 in [38] one derives that L0
t (X) = 0, ∀t ≥ 0, and then (6.6) follows

by (6.7). With (6.6) at hand the result is immediate. �

Proof of Lemma 1.3 (ii). The pathwise (and thus week) uniqueness for (1.10) follows
from Theorem IX.3.5 in [38]. Fix arbitrary b∞ ∈ [−1, 1). To prove the claim we need to
show that any solution X to (1.9) also solves (1.10). This will follow if we show that for
any X solving (1.9), the following holds:

(6.8) b∞

∫ t

0

1{0}(Xs)ds = 0, ∀t ≥ 0.

To obtain (6.8), we follow the same strategy as in the proof of (i) of this lemma. By
Theorem VI.1.7 in [38] we get that

(6.9) L0
t (X) = 2

∫ t

0

1{0}(Xs)dVs,

where Vt =
∫ t

0

(

1(0,1](Xs)(1−Xs)+(1− b∞)1{0}(Xs)
)

ds, t ≥ 0, is the drift in (1.9). Sub-
stituting the definition of V into (6.9) we get

(6.10) L0
t (X) = 2(1− b∞)

∫ t

0

1{0}(Xs)ds,
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Then, again following the proof of of Proposition XI.1.5 in [38] we derive that L0
t (X) =

0, ∀t ≥ 0, and hence from (6.10) (recall that b∞ < 1) we get that
∫ t

0

1{0}(Xs)ds = 0.

Thus, (6.8) follows and we are done. �

Appendix A.

A.1. Proof of Lemma 3.2.

Proof of Lemma 3.2. We claim that,

(A.1) for each α ∈ U and m ∈ N, ζ
(m)
α = 1{m<‖α‖∞}ξα + 1{m≥‖α‖∞}ζα almost surely.

Fixing m ∈ N, we will prove this claim by induction over α ∈ U . If α = 1, then it is easy

to see that ζ
(m)
α = ζα,α = ζα. Let us fix an arbitrary β ∈ U , and for the sake of induction,

assume that the desired claim (A.1) holds for every α ≺ β.

Firstly, we show that almost surely ζ
(m)
β = ξβ provided m < ‖β‖∞. To do this, we

discuss in two different cases.

(i) m < ‖β‖∞ and |β| = 1. In this case, we have m < β. So by (iii) of (3.5), we have

ζ
(m)
β = ξβ as desired.

(ii) m < ‖β‖∞ and |β| > 1. In this case, we can show that the event
{

ζ
(m)
←−
β

= ζ←−
β ,
←−
β

}

∩
{

β|β| ≤ Z←−
β
∧m

}

almost surely won’t happen. In fact, if the above event happens, we have β|β| ≤ m.

This, and the condition m < ‖β‖∞, implies that m < ‖←−β ‖∞. From what we

assumed for the sake of induction, we must have ζ
(m)
←−
β

= ξ←−
β
. This further implies

that ξ←−
β
= ζ←−

β ,
←−
β
which has 0 probability. Now, by (iii) of (3.5), we have ζ

(m)
β = ξβ

as desired.

Secondly, we show that almost surely ζ
(m)
β = ζβ provided m ≥ ‖β‖∞. To do this, we

discuss in four different cases.

(i) m ≥ ‖β‖∞, |β| = 1 and β > n. In this case, by (iii) of (2.7) and (iii) of (3.5) we

have ζ
(m)
β = ξβ = ζβ as desired.

(ii) m ≥ ‖β‖∞, |β| = 1 and β ≤ n. In this case, since β ≤ m, by (i) of (3.5) we have

ζ
(m)
β = inf

(

{ζβ,β} ∪
{

ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζ (m)
α

})

.

Note that, α ≺ β actually implies that ‖α‖∞ ≤ m. So by what we assumed for

the sake of induction, we have ζ
(m)
α = ζα for every α ≺ β. Now the above equation

can be rewritten as

ζ
(m)
β = inf({ζβ,β} ∪ {ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζα}).

This and (i) of (2.7) imply that ζ
(m)
β = ζβ as desired.
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(iii) m ≥ ‖β‖∞, |β| > 1, ζ
(m)
←−
β

= ζ←−
β ,
←−
β
and β|β| ≤ Z

(m)
←−
β

= Z←−
β
∧m. In this case, by (ii)

of (3.5), we have

ζ
(m)
β = inf

(

{ζβ,β} ∪
{

ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζ (m)
α

})

.

Similar to the previous case, we can rewrite the above as

ζ
(m)
β = inf({ζβ,β} ∪ {ζα,β : α ∈ U , α ≺ β, ζα,β ≤ ζα}).

Also note that ‖←−β ‖∞ ≤ ‖β‖∞ ≤ m. So from what we assumed for the sake of

induction, we have ζ
(m)
←−
β

= ζ←−
β
. This implies that ζ←−

β
= ζ←−

β ,
←−
β
and β|β| ≤ Z←−

β
. Now

from (ii) of (2.7), we have ζ
(m)
β = ζβ as desired.

(iv) m ≥ ‖β‖∞, |β| > 1, and the condition in (iii) does not hold. In this case, by (ii)

of (3.5), we have ζ
(m)
β = ξβ. We can verify by contradiction that the event

{

ζ←−
β
= ζ←−

β ,
←−
β

}

∩
{

β|β| ≤ Z←−
β

}

almost surely won’t happen. In fact, if otherwise, then from the condition ‖β‖∞ ≤
m, we have β|β| ≤ Z←−

β
∧m. Note that we also have ‖←−β ‖∞ ≤ ‖β‖∞ ≤ m. So from

what we have assumed for the sake of induction, ζ
(m)
←−
β

= ζ←−
β
. Then we arrived at

a contradiction that the condition in (iii) holds. Now, by (iii) of (2.7), we have

ζ
(m)
β = ζβ as desired.

To sum up, we proved claim (A.1). The desired result for this lemma follows immedi-
ately. �

A.2. Proofs of Lemmas 3.12 and 3.13.

Proof of Lemma 3.12. Note that by Proposition 3.11,

sup
0≤t≤T

Ẽ[|It|] <∞.

We can also verify that

sup
0≤t≤T

Ẽ

[

∣

∣

∣
I
(m)
t

∣

∣

∣

2
]

<∞.

In fact, by Lemma 3.1, |I(m)
t | is dominated by the total population at time t of a

continuous-time Galton-Watson process with a bounded offspring distribution; and there-
fore, have all finite moments, thank to the standard theory of branching processes [17, p.
103].

It is then clear that the desired result for this lemma is trivial if µ + b1 ≤ 0, because
in this case, the term 1 + eKt is almost surely bounded by 2. In particular, the result is
trivial if R = 1, because R = 1 actually implies that µ+ b1 ≤ 0 by (1.3). Also note that
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the result is trivial if b∞ 6= 0, since in order that the condition (1.3) to hold, we must
have R = 1 in this case. So for the rest of this proof, we only have to show

(A.2) sup
0≤t≤T

Ẽ

[

eKt

(

1 + |It|+
∣

∣

∣
I
(m)
t

∣

∣

∣

2
)]

<∞

under the assumption that µ+ b1 > 0, b∞ = 0 and R > 1.
From Theorem 1.4 and that p∞ = µ−1|b∞| = 0, we can verify that the process (|It|)t≥0

has finite jumps up to any finite time. This allows us to write down the decomposition

R|It| − R|I0| =
∫

U×Z+

∫ t

0

(R|Is−|+k−1 − R|Is−|)1{Xα
s−∈R}

N(ds, dα, dk) +

∫

R

∫ t

0

(R|Is−|−1 − R|Is−|)1{Xα
s−,X

β
s−∈R}

M(ds, d(α, β))

for every t ≥ 0 where the integrals are simply finite sums. Consider the process

Zt := eKtR|It|, t ≥ 0.

From the integration by parts formula, see [24, p. 444] for example, we have for t ≥ 0,

Zt − Z0 =

∫ t

0

R|Is−|deKs +

∫ t

0

eKsdR|Is|

= (µ+ b1)

∫ t

0

eKsR|Is−||Is−|ds+
∫

U×Z+

∫ t

0

eKs(R|Is−|+k−1 − R|Is−|)1{Xα
s−∈R}

N(ds, dα, dk) +

∫

R

∫ t

0

eKs(R|Is−|−1 −R|Is−|)1{Xα
s−,X

β
s−∈R}

M(ds, d(α, β)).

From Lemma 3.4, we know that N and M are QL point processes with compensators
N̂ and M̂ respectively. (Recall that N̂ and M̂ are given in (2.1) and (2.5) respectively.)
Now from Lemma 3.3, there exists a local martingale (mt)t≥0 such that

Zt − Z0 = mt + (µ+ b1)

∫ t

0

eKsR|Is−||Is−|ds+
∫

U×Z+

∫ t

0

eKs(R|Is−|+k−1 −R|Is−|)1{Xα
s−∈R}

N̂(ds, dα, dk) +

∫

R

∫ t

0

eKs(R|Is−|−1 −R|Is−|)1{Xα
s−,X

β
s−∈R}

M̂(ds, d(α, β))

= mt +

∫ t

0

eKsR|Is−||Is−|



b1 +
∑

k∈Z+\{1}

Rk−1|bk|



ds +

∫

R

∫ t

0

eKs(R|Is−|−1 −R|Is−|)1{Xα
s−,X

β
s−∈R}

M̂(ds, d(α, β)).
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By (1.3), we know that (Zt)t≥0 is a local supermartingale. From the fact that (Zt)t≥0 is
non-negative, we can verify that it has finite mean for any t ≥ 0. In fact, since there exists
a sequence of stopping time τk such that τk ↑ ∞ almost surely as k ↑ ∞ and (Zt∧τk)t≥0 is
a supermartingale for each k ∈ N, we have by Fatou’s lemma

Ẽ[Zt] = Ẽ

[

lim
k→∞

Zt∧τk

]

≤ lim inf
k→∞

Ẽ[Zt∧τk ] ≤ Ẽ[Z0] = Rn <∞.

It is also clear from Lemma 3.2 that |I(m)
t | ≤ |It| almost surely for every t ≥ 0. The

desired result (A.2) now follows since

Ẽ

[

eKt(1 + |It|+ |I(m)
t |2)

]

≤ Ẽ
[

eKt(1 + |It|+ |It|2)
]

≤ C6(R)Ẽ
[

eKtR|It|
]

≤ C6(R)R
n

where C6(R) = supx∈R(1 + |x|+ |x|2)/R|x| ∈ (0,∞). �

Proof of Lemma 3.13. Step 1. Let us first mention a result about the all-level supremum
of the local time of the Brownian motion. Suppose that Lt,z is the local time of a
standard 1-dimensional Brownian motion at level z ∈ R up to time t ≥ 0. Without
loss of generality, we can assume that Lt,z is jointly continuous in t ≥ 0 and z ∈ R

[38, Corollary 1.8 Chapter VI]. It is known that for any finite time t ≥ 0, the all-level
supremum of this local time

(A.3) sup
z∈R

Lt,z

up to time t has all finite moments. Indeed, this result has already been used in [4, p.
1725]; and two different characterizations of (A.3) appeared in [38, Excises 1.22] and [8],
respectively.

Step 2. Fix m ∈ N with m ≥ n and T ≥ 0. Let us construct yet another particle

system, denoted by {(X̄(m),α
t )t≥0 : α ∈ U}, in the probability space where both the

original branching-coalescing Brownian particle system {(Xα
t )t≥0 : α ∈ U} and its m-

truncated version {(X(m),α
t )t≥0 : α ∈ U} are constructed. This new particle system

{(X̄(m),α
t )t≥0 : α ∈ U} will be constructed as a branching Brownian particle system which

produces exactly m-many children at each of its branching event, and does not induce
coalescing event. And it will be sharing the same initial configuration (xi)

n
i=1.

More precisely, we construct {(X̄(m),α
t )t≥0 : α ∈ U} through (A.4) and (A.5) below.

(Recall that {ζα,α : α ∈ U} and {(X̃α
t )t≥0 : α ∈ U} are already constructed in Section 2

along with {(Xα
t )t≥0 : α ∈ U}.)

(A.4) For each β ∈ U , define R+-valued random variable ζ̄
(m)
β inductively so that

(i) if |β| = 1 and β ≤ n, then ζ̄
(m)
β := ζβ,β.

(ii) if |β| > 1, ζ̄
(m)
←−
β

= ζ←−
β ,
←−
β
and β|β| ≤ m, then ζ̄

(m)
β := ζβ,β;

(iii) if neither of the conditions in (i) nor (ii) holds, then ζ̄
(m)
β := ξβ.
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(A.5) For each β ∈ U , define R ∪ {†}-valued process

X̄
(m),β
t :=











†, t ∈ [0, ξβ),

X̃β
t , t ∈ [ξβ, ζ̄

(m)
β ),

†, t ∈ [ζ̄
(m)
β ,∞).

It is also clear, c.f. Lemma 3.1, that the m-truncated branching-coalescing Brownian

particle system is dominated by {(X̄(m),α
t )t≥0 : α ∈ U} in the sense that almost surely,

I
(m)
t ⊂ Ī

(m)
t := {α ∈ U : X̄

(m),α
t ∈ R},

and
J
(m)
t ⊂ J̄

(m)
t := {α ∈ U : ζα,α = ζ̄ (m)

α ≤ t}.
Step 3. Fix arbitrary (α, β) ∈ R. From the construction of the Brownian motions

(X̃α
t )t≥0 and (X̃β

t )t≥0, and the strong Markov property of the Brownian motions, we

know that there exists a stopping time τα,β satisfying X̃α
t = X̃β

t on [0, τα,β]; and that

X̂α
t := X̃α

τα,β+t
− X̃α

τα,β
, t ≥ 0

and

X̂β
t := X̃β

τα,β+t
− X̃β

τα,β
, t ≥ 0

are two independent Brownian motions with zero initial values. Denote by L̂α,βt,z the local

time of the process X̂α
· − X̂β

· up to time t ≥ 0 at level z ∈ R. We can assume without

loss of generality that L̂α,βt,z is continuous in both t ≥ 0 at z ∈ R, c.f. [24, Theorem 29.4].
It is clear that

Lα,βT,z = 1{τα,β≤T}L̂
α,β
T−τα,β ,z

≤ L̂α,βT,z , T ≥ 0, z ∈ R, a.s.

Step 4. Denote by G the minimal σ-field containing all the information about the

genealogical structure of the branching Brownian motions {(X̄(m),γ
t )t≥0 : γ ∈ U}, i.e. the

σ-field generated by the death-times {ζ̄ (m)
γ : γ ∈ U}. It is clear that the Brownian motions

X̂α
· and X̂β

· are independent of the σ-field G . Therefore, using the result in Step 1, it can
be shown that, for any T ≥ 0 and ̺ ≥ 0, there exists a constant C7(T, ̺) <∞, which is
independent of the choice of the arbitrary (α, β) ∈ R, such that

Ẽ

[

(

1 + sup
z∈R

Lα,βT,z

)1+̺
∣

∣

∣

∣

∣

G

]

≤ Ẽ

[

(

1 + sup
z∈R

L̂α,βT,z

)1+̺
∣

∣

∣

∣

∣

G

]

= Ẽ

[

(

1 + sup
z∈R

L̂α,βT,z

)1+̺
]

= C7(T, ̺).

Step 5. Using Jensen’s inequality, we can verify that for any ̺ ≥ 0,

Ẽ













∑

α,β∈I
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)







1+̺




≤ Ẽ













∑

α,β∈Ī
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)







1+̺







58 C. BARNES, L. MYTNIK, AND Z. SUN

≤ Ẽ







∣

∣

∣
R∩

(

Ī
(m)
[0,T ] × Ī

(m)
[0,T ]

)∣

∣

∣

̺ ∑

α,β∈Ī
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)1+̺







= Ẽ







∣

∣

∣
R ∩

(

Ī
(m)
[0,T ] × Ī

(m)
[0,T ]

)∣

∣

∣

̺ ∑

α,β∈Ī
(m)
[0,T ]

:α≺β

Ẽ

[

(

1 + sup
z∈R

Lα,βT,z

)1+̺
∣

∣

∣

∣

∣

G

]







≤ C7(T, ̺)Ẽ

[

∣

∣

∣
Ī
(m)
[0,T ]

∣

∣

∣

2+2̺
]

<∞.

The last inequality is due to the standard theory of branching processes [17, p. 103], and
our assumption that the number of offspring at each branching event of the branching
Brownian particle system {(X̄α

t )t≥0 : α ∈ U} is exactly m.
Step 6. Thanks to Step 5, it is clear that the desired result for this lemma is trivial

if µ + b1 − 1
m
≤ 0, because in this case, the term 1 + eK

(m)
t is almost surely bounded

by 2. In particular, the result is trivial if R = 1, because R = 1 actually implies that
µ+b1− 1

m
≤ µ+b1 ≤ 0 by (1.3). So, for the rest of this proof, we assume that µ+b1− 1

m
> 0

and R > 1 holds. And we only have to prove

Ẽ






eK

(m)
T

∑

α,β∈I
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)






<∞.

Step 7. Let us show that there exists a deterministic ϑm > 0 such that

Ẽ

[

e(1+ϑm)K
(m)
T

]

<∞.
In fact, by Lemmas 3.2 and 3.12, we have

Ẽ

[

exp

{

(µ+ b1)

∫ t

0

∣

∣I(m)
s

∣

∣ds

}]

<∞.

Therefore, by taking a deterministic ϑm > 0 such that (1+ ϑm)(µ+ b1− 1
m
) = µ+ b1, we

have the desired result for this step.
Step 8. Let ϑm > 0 be given as in Step 7. Define ̺m > 0 so that (1+ϑm)

−1+(1+̺m)
−1 =

1. Now by Hölder’s inequality, we have

Ẽ






eK

(m)
T

∑

α,β∈I
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)







≤ Ẽ

[

e(1+ϑm)K
(m)
T

]
1

1+ϑm
Ẽ













∑

α,β∈I
(m)
[0,T ]

:α≺β

(

1 + sup
z∈R

Lα,βT,z

)







1+̺m





1
1+̺m

,

which is finite, thanks to Steps 5 and 7. We are done. �
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A.3. A technical result. In this subsection, let us fix an arbitrary n ∈ N, and let
{Xt = (X1

t , . . . , X
n
t ) : t ≥ 0} be an n-dimensional Brownian motion, with initial values

denoted by (x1, . . . , xn), living in a probability space with its probability measure denoted
by Π(x1,...,xn). Define stopping time

τ = inf

{

t ≥ 0 :
1

4

n
∑

i,j=1

Li,jt + µnt ≥ e

}

where e is an standard exponential random variable, independent of the Brownian motion
(Xt)t≥0, and L

i,j
t is the local time of (Xj

t −X i
t)t≥0 up to time t ≥ 0 at the level 0. Define

a family of operators (Pǫ
t)t≥0,ǫ≥0 on bB(Rn), the space of bounded measurable functions

on R
n, such that for any F ∈ bB(Rn), (xi)

n
i=1 ∈ R

n, and ǫ > 0,

(A.6)

(Pǫ
tF )(x1, . . . , xn)

= Π(x1,...,xn)

[

1{t≤τ}

∫

Rn

pǫ(X
1
t − y1) · · · pǫ(Xn

t − yn)F (y1, . . . , yn)d(y1, · · · , yn)
]

and

(P0
tF )(x1, . . . , xn) = Π(x1,...,xn)

[

F (X1
t , . . . , X

n
t )
]

where (pǫ)ǫ>0 are the one-dimensional heat kernels given as in (1.6).
The main result of this subsection is the following proposition which will be later used

in the proof of Proposition 4.3 (5).

Proposition A.1. For any t > 0, F ∈ bB(Rn) and (x1, . . . , xn) ∈ R
n, it holds that

(Pǫ
tF )(x1, . . . , xn) −→

ǫ↓0
(P0

tF )(x1, . . . , xn).

Remark A.2. If F is continuous on R
n, then the result of Lemma A.1 follows from the

bounded convergence theorem immediately. So the point here is that F can be discon-
tinuous. Also, it is crucial that t is strictly larger than 0.

Before we give the proof of Proposition A.1, we mention an analytical fact. Its proof
is elementary, and therefore omitted.

Lemma A.3. Suppose that h is a bounded measurable function on R
n and q is a non-

negative continuous function on R
n such that q̄ is integrable (w.r.t. the Lebesgue measure

on R
n) where for any (y1, . . . , yn) in R

n,

q̄(y1, . . . , yn) := sup
|zi|≤1,i=1,...,n

q(y1 + z1, . . . , yn + zn).

Then

∫

Rn

h(y1, . . . , yn)q
ǫ(y1, . . . , yn)d(y1, . . . , yn) −→

ǫ↓0

∫

Rn

h(y1, . . . , yn)q(y1, . . . , yn)d(y1, . . . , yn)
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where

qǫ(y1, . . . , yn) :=

∫

Rn

pǫ(z1 − y1) . . . pǫ(zn − yn)q(z1, . . . , zn)d(z1, · · · , zn).

Proof of Lemma A.1. Fix arbitrary t > 0, F ∈ bB(Rn) and (x1, . . . , xn) ∈ R
n. We note

that

Π(x1,...,xn)

[

1{t≤τ}F (X
1
t , . . . , X

n
t )
]

= Π(x1,...,xn)

[

exp

{

−1
4

n
∑

i,j=1

Li,jt − µnt
}

F (X1
t , . . . , X

n
t )

]

.

By using Tanaka’s formula and Gilsanov transformation, we can get that

Π(x1,...,xn)

[

1{t≤τ}F (X
1
t , . . . , X

n
t )
]

= en(n
2−1) t

24
−µntΠ̃(x1,...,xn)

[

e−
1
4

∑n
i,j=1 |X

j
t−X

i
t |

e−
1
4

∑n
i,j=1 |xj−xi|

F (X1
t , . . . , X

n
t )

]

where Π̃(x1,...,xn) is a new probability measure under which {(X i
s)s≥0 : i = 1, . . . , n} is a

family of stochastic processes satisfying the SDEs
{

dX i
s =

1
2

∑n
j=1 sgn(X

i
s −Xj

s )dt + dBi
s, i = 1, . . . , n;

X i
0 = xi, i = 1, . . . , n.

Here, sgn(x) := x · |x|−1 for x ∈ R \ {0} and sgn(0) := 0; {(Bi
s)s≥0 : i = 1, . . . , n} is a

family of standard independent Brownian motions.
It is known from [31, Theorem 1.2] that, under the probability Π̃(x1,...,xn), the random

vector (X1
t , . . . , X

n
t ) has a continuous density, denoted by q̃t, with respect to the Lebesgue

measure on R
n. Therefore, we have

Π(x1,...,xn)

[

1{t≤τ}F (X
1
t , . . . , X

n
t )
]

= en(n
2−1) t

24
−µnt+ 1

4

∑n
i,j=1 |xi−xj | ×

∫

Rn

e−
1
4

∑n
i,j=1 |zi−zj |q̃t(z1, . . . , zn)F (z1, . . . , zn)d(z1, . . . , zn)

=

∫

Rn

qt(z1, . . . , zn)F (z1, . . . , zn)d(z1, . . . , zn)(A.7)

where

qt(z1, . . . , zn) := en(n
2−1) t

24
−µnt+ 1

4

∑n
i,j=1 |xi−xj |−

1
4

∑n
i,j=1 |zi−zj |q̃t(z1, . . . , zn).

It is also known from [31, Theorem 1.2] that q̃t is dominated by the n-dimensional heat
kernel, up to certain centering and scaling. In particular, we can verify that q̄t is integrable
w.r.t. the Lebesgue measure on R

n where for any (y1, . . . , yn) ∈ R
n,

q̄t(y1, . . . , yn) := sup
|zi|≤1,i=1,...,n

qt(y1 + z1, . . . , yn + zn).
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Since F ∈ bB(Rn) in (A.7) is arbitrary, by Fubini’s theorem, we have

(Pǫ
tF )(x1, . . . , xn) =

∫

Rn

qǫt(y1, . . . , yn)F (y1, . . . , yn)d(y1, · · · , yn)

where

qǫt(y1, . . . , yn) =

∫

Rn

pǫ(z1 − y1) . . . pǫ(zn − yn)qt(z1, . . . , zn)d(z1, · · · , zn).

Now the desired result follows from Lemma A.3. �
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