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#### Abstract

Suppose that $X$ is a subcritical superprocess. Under some asymptotic conditions on the mean semigroup of $X$, we prove the Yaglom limit of $X$ exists and identify all quasi-stationary distributions of $X$. © 2020 Elsevier B.V. All rights reserved.
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## 1. Introduction

### 1.1. Background

Denote $\mathbb{Z}_{+}:=\{1,2, \ldots\}$ and $\mathbb{N}=\mathbb{Z}_{+} \cup\{0\}$. Suppose that $Z=\left\{\left(Z_{n}\right)_{n \in \mathbb{N}} ;\left(P_{z}\right)_{z \in \mathbb{N}}\right\}$ is a Galton-Watson process with offspring distribution $\left(p_{n}\right)_{n \in \mathbb{N}}$. Let $m:=\sum_{n=1}^{\infty} n p_{n}$ be the mean

[^0]of the offspring distribution. It is well known that when $m \leq 1$ and $p_{1}<1$, the process $Z$ becomes extinct in finite time almost surely, that is,
$$
P_{z}\left(Z_{n}=0 \text { for some } n \in \mathbb{N}\right)=1, \quad z \in \mathbb{N}
$$

Let $\zeta:=\inf \left\{n \geq 0: Z_{n}=0\right\}$ be the extinction time of $Z$. If $v$ is a distribution on $\mathbb{Z}_{+}$such that for any $z \in \mathbb{Z}_{+}$and subset $A$ of $\mathbb{Z}_{+}$,

$$
\lim _{n \rightarrow \infty} P_{z}\left(Z_{n} \in A \mid \zeta>n\right)=v(A)
$$

then we say that $v$ is the Yaglom limit of $Z$. Yaglom [34] showed that such limit exists when $m<1$ and the offspring distribution has finite second moment. This was generalized to the case without the second moment assumption in [10,13]. See also [2, pp. 64-65] for an alternative analytical approach; and [23] for a probabilistic proof. If $v$ is a distribution on $\mathbb{Z}_{+}$such that for any subset $A$ of $\mathbb{Z}_{+}$,

$$
\sum_{z=1}^{\infty} v(z) P_{z}\left(Z_{n} \in A \mid \zeta>n\right)=v(A), \quad n \in \mathbb{N}
$$

then we say $v$ is a quasi-stationary distribution of $Z$. Hoppe and Seneta [12] studied the quasi-stationary distributions of $\left(Z_{n}\right)_{n \in \mathbb{N}}$. Recently, Maillard [24] characterized all $\lambda$-invariant measures of $\left(Z_{n}\right)_{n \in \mathbb{N}}$. If a $\lambda$-invariant measure is a probability measure, then it is equivalent to a quasi-stationary distribution. Multitype analogs for the Yaglom limit results can be found in [11,12,14].

Now suppose that $Z=\left\{\left(Z_{t}\right)_{t \geq 0} ;\left(P_{x}\right)_{x \geq 0}\right\}$ is a continuous-state branching process on $[0, \infty)$ where 0 is an absorbing state. Let $\zeta:=\inf \left\{t \geq 0: Z_{t}=0\right\}$ be the extinction time of $Z$. If $v$ is a distribution on $(0, \infty)$ such that for any $x>0$ and Borel subset $A$ of $(0, \infty)$,

$$
\lim _{t \rightarrow \infty} P_{x}\left(Z_{t} \in A \mid \zeta>t\right)=v(A)
$$

then $v$ is called the Yaglom limit of $Z$. If $v$ is a distribution on $(0, \infty)$ such that for any Borel subset $A$ of $(0, \infty)$,

$$
\int_{(0, \infty)} v(d x) P_{x}\left(Z_{t} \in A \mid \zeta>t\right)=v(A), \quad t \geq 0
$$

then we say $v$ is a quasi-stationary distribution for $Z$. The Yaglom limits of continuous-state branching processes were studied in [20], where conditioning of the type $\{\zeta>t+r\}$ for any finite $r>0$ instead of $\{\zeta>t\}$ was also considered. Lambert [19] also studied Yaglom limits using a different method, and characterized all the quasi-stationary distributions for $Z$. Seneta and Vere-Jones [32] studied some similar type of conditional limits for discrete-time continuous-state branching processes. Recently [18] considered quasi-stationary distributions for continuous-state branching processes conditioned on non-explosion.

Asmussen and Hering [1] studied limit behaviors of subcritical branching Markov processes. They proved that the Yaglom limits for a class of subcritical branching Markov processes exist under some conditions on the mean semigroup, and characterized all of their quasi-stationary distributions, see [1, Chapter 5] and the references therein.

In this paper, we are interested in a class of subcritical $(\xi, \psi)$-superprocesses. We will prove the existence of the Yaglom limit and identify all quasi-stationary distributions under some asymptotic conditions on its mean semigroup. Our superprocesses are general in the sense that the spatial motion $\xi$ can be a general Borel right process taking values in a Polish space,
and the branching mechanism $\psi$ can be spatially inhomogeneous. Precise statements of the assumptions and the results are presented in the next subsection.

As far as we know, there are no results on Yaglom limit and quasi-stationary distributions for general superprocesses in the literature. Here we list some papers dealing with superprocesses conditioning on various kinds of survivals under different settings: [3,6-8,22,26-28,33].

### 1.2. Main result

We first recall some basics about superprocesses. Let $E$ be a Polish space. Let $\partial$ be an isolated point not contained in $E$ and $E_{\partial}:=E \cup\{\partial\}$. Denote by $\mathcal{B}(E, D)$ the collection of Borel maps from $E$ to some measurable space $D$. If $D$ is a subset of $\mathbb{R}$, we denote by $\mathcal{B}_{b}(E, D)$ the bounded measurable functions from $E$ to $D$. Assume that the underlying process $\xi=\left\{\left(\xi_{t}\right)_{t \geq 0} ;\left(\Pi_{x}\right)_{x \in E}\right\}$ is an $E_{\partial}$-valued Borel right process with $\partial$ as an absorbing state. Denote by $\zeta:=\inf \left\{t>0: \xi_{t}=\partial\right\}$ the lifetime of $\xi$. Let the branching mechanism $\psi$ be a function on $E \times[0, \infty)$ given by

$$
\psi(x, z)=-\beta(x) z+\sigma(x)^{2} z^{2}+\int_{(0, \infty)}\left(e^{-z u}-1+z u\right) \pi(x, d u), \quad x \in E, z \geq 0
$$

where $\beta, \sigma \in \mathcal{B}_{b}(E, \mathbb{R})$ and $\left(u \wedge u^{2}\right) \pi(x, d u)$ is a bounded kernel from $E$ to $(0, \infty)$. Let $\mathcal{M}_{f}(E)$ denote the space of all finite Borel measures on $E$ equipped with the topology of weak convergence. Denote by $\mathcal{B}\left(\mathcal{M}_{f}(E)\right)$ the Borel $\sigma$-field generated by this topology. For any $\mu \in \mathcal{M}_{f}(E)$ and $g \in \mathcal{B}(E,[0, \infty)$ ), we use $\mu(g)$ to denote the integration of $g$ with respect to $\mu$ whenever the integration is well defined. We will use $\|\mu\|$ to denote $\mu(1)$. For any $f \in \mathcal{B}_{b}\left(E,[0, \infty)\right.$ ), there is a unique locally bounded non-negative map $(t, x) \mapsto V_{t} f(x)$ on $[0, \infty) \times E$ such that

$$
\begin{equation*}
V_{t} f(x)+\Pi_{x}\left[\int_{0}^{t \wedge \zeta} \psi\left(\xi_{s}, V_{t-s} f\left(\xi_{s}\right)\right) d s\right]=\Pi_{x}\left[f\left(\xi_{t}\right) \mathbf{1}_{t<\zeta}\right], \quad t \geq 0, x \in E . \tag{1.1}
\end{equation*}
$$

Here, the local boundedness of the map $(t, x) \mapsto V_{t} f(x)$ means that $\sup _{0 \leq t \leq T, x \in E} V_{t} f(x)<\infty$ for $T>0$. Moreover, there exists an $\mathcal{M}_{f}(E)$-valued Borel right process $X=\left\{\left(X_{t}\right)_{t \geq 0}\right.$; $\left.\left(\mathbb{P}_{\mu}\right)_{\mu \in \mathcal{M}_{f}(E)}\right\}$ such that

$$
\mathbb{P}_{\mu}\left[e^{-X_{t}(f)}\right]=e^{-\mu\left(V_{t} f\right)}, \quad t \geq 0, \mu \in \mathcal{M}_{f}(E), f \in \mathcal{B}_{b}(E,[0, \infty))
$$

We call $X$ a $(\xi, \psi)$-superprocess. See [21] for more details.
The mean semigroup $\left(P_{t}^{\beta}\right)_{t \geq 0}$ of $X$ is defined by

$$
P_{t}^{\beta} f(x):=\Pi_{x}\left[e^{\int_{0}^{t} \beta\left(\xi_{r}\right) d r} f\left(\xi_{t}\right) \mathbf{1}_{t<\zeta}\right], \quad f \in \mathcal{B}_{b}(E, \mathbb{R}), t \geq 0, x \in E .
$$

It is well-known (see [21, Proposition 2.27]) that

$$
\begin{equation*}
\mathbb{P}_{\mu}\left[X_{t}(f)\right]=\mu\left(P_{t}^{\beta} f\right), \quad \mu \in \mathcal{M}_{f}(E), t \geq 0, f \in \mathcal{B}_{b}(E, \mathbb{R}) \tag{1.2}
\end{equation*}
$$

In this paper, we will always assume that there exist a constant $\lambda<0$, a function $\phi \in \mathcal{B}_{b}(E,(0, \infty))$ and a probability measure $v$ with full support on $E$ such that for each $t \geq 0, P_{t}^{\beta} \phi=e^{\lambda t} \phi, v P_{t}^{\beta}=e^{\lambda t} v$ and $\nu(\phi)=1$. The assumption $\lambda<0$ says that the mean of $\left(X_{t}(\phi)\right)_{t \geq 0}$ decays exponentially with rate $\lambda$, and in this case the superprocess $X$ is called subcritical. Denote by $L_{1}^{+}(\nu)$ the collection of non-negative Borel functions on $E$ which are
integrable with respect to the measure $v$. We further assume that the following two conditions hold:

For all $t>0, x \in E$, and $f \in L_{1}^{+}(v)$, it holds that

$$
\begin{equation*}
P_{t}^{\beta} f(x)=e^{\lambda t} \phi(x) \nu(f)\left(1+H_{t, x, f}\right) \tag{H1}
\end{equation*}
$$

for some real $H_{t, x, f}$ with

$$
\sup _{x \in E, f \in L_{1}^{+}(\nu)}\left|H_{t, x, f}\right|<\infty \text { and } \lim _{t \rightarrow \infty} \sup _{x \in E, f \in L_{1}^{+}(\nu)}\left|H_{t, x, f}\right|=0
$$

There exists $T \geq 0$ such that $\mathbb{P}_{v}\left(\left\|X_{t}\right\|=0\right)>0$ for all $t>T$.
Note that $L_{1}^{+}(\nu)$ in (H1) can be replaced by the collection of all non-negative Borel functions $f$ with $v(f)=1$. In fact, for any $f \in L_{1}^{+}(\nu)$ and $k \in(0, \infty)$, it is easy to see that $H_{t, x, f}=H_{t, x, k f}$.
(H1) is mainly concerned with the spatial motion and (H2) is mainly about the branching mechanism of the superprocess. In Section 1.3, we will give examples satisfying these two assumptions.

We mention here that quantities like $H_{t, x, f}$ in this paper might depend on the underlying process $\xi$ and the branching mechanism $\psi$. Since $\xi$ and $\psi$ are fixed, dependence on them will not be explicitly specified.

Denote by $\mathbf{0}$ the null measure on $E$. Write $\mathcal{M}_{f}^{o}(E):=\mathcal{M}_{f}(E) \backslash\{\mathbf{0}\}$. Any probability measure $\mathbf{P}$ on $\mathcal{M}_{f}^{o}(E)$ will also be understood as its unique extension on $\mathcal{M}_{f}(E)$ with $\mathbf{P}(\{\boldsymbol{0}\})=0$. Since $\phi$ is strictly positive, we have

$$
\mathbb{P}_{\mu}\left[X_{t}(\phi)\right] \stackrel{(1.2)}{=} \mu\left(P_{t}^{\beta} \phi\right)=e^{\lambda t} \mu(\phi)>0, \quad t \geq 0, \mu \in \mathcal{M}_{f}^{o}(E)
$$

Thus,

$$
\begin{equation*}
\mathbb{P}_{\mu}\left(\left\|X_{t}\right\|>0\right)>0, \quad t \geq 0, \mu \in \mathcal{M}_{f}^{o}(E) \tag{1.3}
\end{equation*}
$$

Hence we can condition the superprocess $X$ on survival up to time $t$ if the distribution of $X_{0}$ is not concentrated on $\{\mathbf{0}\}$. Our first main result is the following.

Theorem 1.1. If $(\mathrm{H} 1)$ and $(\mathrm{H} 2)$ hold, then there exists a probability measure $\mathbf{Q}_{\lambda}$ on $\mathcal{M}_{f}^{o}(E)$ such that

$$
\mathbb{P}_{\mu}\left(X_{t} \in \cdot \mid\left\|X_{t}\right\|>0\right) \xrightarrow[t \rightarrow \infty]{w} \mathbf{Q}_{\lambda}(\cdot), \quad \mu \in \mathcal{M}_{f}^{o}(E),
$$

where $\xrightarrow{w}$ stands for weak convergence.
Now we introduce the concepts of quasi-limiting distribution (QLD) and quasi-stationary distribution ( $Q S D$ ) for our superprocess $X$. For any probability measure $\mathbf{P}$ on $\mathcal{M}_{f}(E)$, define $(\mathbf{P} \mathbb{P})[\cdot]:=\int_{\mathcal{M}_{f}(E)} \mathbb{P}_{\mu}[\cdot] \mathbf{P}(d \mu)$. We say a probability measure $\mathbf{Q}$ on $\mathcal{M}_{f}^{o}(E)$ is a QLD of $X$, if there exists a probability measure $\mathbf{P}$ on $\mathcal{M}_{f}^{o}(E)$ such that

$$
(\mathbf{P P})\left(X_{t} \in B \mid\left\|X_{t}\right\|>0\right) \underset{t \rightarrow \infty}{\longrightarrow} \mathbf{Q}(B), \quad B \in \mathcal{B}\left(\mathcal{M}_{f}^{o}(E)\right) .
$$

We say a probability measure $\mathbf{Q}$ on $\mathcal{M}_{f}^{o}(E)$ is a QSD of $X$, if

$$
(\mathbf{Q P})\left(X_{t} \in B \mid\left\|X_{t}\right\|>0\right)=\mathbf{Q}(B), \quad t \geq 0, B \in \mathcal{B}\left(\mathcal{M}_{f}^{o}(E)\right)
$$

It follows from [25, Proposition 1] that, for any Markov process on $[0, \infty)$ with 0 as an absorbing state, its QLDs and QSDs are equivalent. We claim that this is also the case for
our $\mathcal{M}_{f}(E)$-valued Markov process $X$, for which the null measure $\mathbf{0}$ is an absorbing state. In fact, since $E$ is a Polish space, $\mathcal{M}_{f}(E)$ is again Polish [16, Lemma 4.3]. So is $\mathcal{M}_{f}^{o}(E)$ [15, Theorem A1.2]. Thus $\mathcal{M}_{f}^{o}(E)$ is Borel isomorphic to $(0, \infty)$ [15, Theorem A.1.6]. That is, there exists a bijection $\tau: \mathcal{M}_{f}^{o}(E) \rightarrow(0, \infty)$ such that both $\tau$ and its inverse $\tau^{-1}$ are Borel measurable. Extend $\tau$ uniquely so that it is a bijection between $\mathcal{M}_{f}(E)$ and $[0, \infty)$. Then, it is easy to verify that $\tau$ is a Borel isomorphism between $\mathcal{M}_{f}(E)$ and $[0, \infty)$ which maps $\mathbf{0}$ to 0 . Now for any $\mathcal{M}_{f}(E)$-valued Markov process with $\mathbf{0}$ as an absorbing state, its image under $\tau$ is a $[0, \infty)$-valued Markov process with 0 as an absorbing state. Therefore we can apply [25, Proposition 1] to $\left(\tau\left(X_{t}\right)\right)_{t \geq 0}$ which gives that a probability $\mathbf{Q}$ on $\mathcal{M}_{f}^{o}(E)$ is a QLD for $X$ if and only if it is a QSD for $X$. Similarly, we can apply [25, Proposition 2] to $X$ which says that
if a probability measure $\mathbf{Q}$ on $\mathcal{M}_{f}^{o}(E)$ is a QSD of $X$, then there exists an $r \in(-\infty, 0)$ such that $(\mathbf{Q P})\left(\left\|X_{t}\right\|>0\right)=e^{r t}$ for all $t \geq 0$. In this case, we call $r$ the mass decay rate of $\mathbf{Q}$.

Theorem 1.2. Suppose that (H1) and (H2) hold. Then (1) for each $r \in[\lambda, 0)$, there exists a unique QSD for $X$ with mass decay rate $r$; and (2) for each $r \in(-\infty, \lambda)$, there is no QSD for $X$ with mass decay rate $r$.

### 1.3. Examples

In this subsection, we will give some examples satisfying (H1) and (H2).
We first give an example satisfying (H2). Suppose that $\psi$ is bounded from below by a spatially independent branching mechanism, that is, there is a function $\tilde{\psi}$ of the form

$$
\widetilde{\psi}(z)=\widetilde{\beta} z+\tilde{\sigma}^{2} z^{2}+\int_{0}^{\infty}\left(e^{-z u}-1+z u\right) \widetilde{\pi}(d u), \quad z \geq 0
$$

with $\widetilde{\beta} \in \mathbb{R}, \tilde{\sigma} \geq 0$ and $\tilde{\pi}$ is a measure on $(0, \infty)$ satisfying $\int_{0}^{\infty}\left(u \wedge u^{2}\right) \tilde{\pi}(d u)<\infty$ such that

$$
\psi(x, z) \geq \widetilde{\psi}(z), \quad x \in E, z \geq 0
$$

If $\widetilde{\psi}(\infty)=\infty$ and $\int^{\infty} 1 / \widetilde{\psi}(z) d z<\infty$, then by [28, Lemma 2.3], for any $t>0$,

$$
\inf _{x \in E} \mathbb{P}_{\delta_{x}}\left(\left\|X_{t}\right\|=0\right)>0
$$

Using this and (2.4) below one can easily get that $\mathbb{P}_{v}\left(\left\|X_{t}\right\|=0\right)>0$ for all $t>0$. Thus (H2) is satisfied with $T=0$.

Now we give conditions that imply (H1). We assume that $\xi$ is a Hunt process and there exist an $\sigma$-finite measure $m$ with full support on $E$ and a family of strictly positive, bounded continuous functions $\left\{p_{t}(\cdot, \cdot): t>0\right\}$ on $E \times E$ such that

$$
\begin{gathered}
\Pi_{x}\left[f\left(\xi_{t}\right) \mathbf{1}_{t<\zeta}\right]=\int_{E} p_{t}(x, y) f(y) m(d y), \quad t>0, x \in E, f \in \mathcal{B}_{b}(E, \mathbb{R}) ; \\
\int_{E} p_{t}(x, y) m(d x) \leq 1, \quad t>0, y \in E \\
\int_{E} \int_{E} p_{t}(x, y)^{2} m(d x) m(d y)<\infty, \quad t>0
\end{gathered}
$$

and the functions $x \mapsto \int_{E} p_{t}(x, y)^{2} m(d y)$ and $y \mapsto \int_{E} p_{t}(x, y)^{2} m(d x)$ are both continuous. Choose an arbitrary $\mathfrak{b} \in \mathcal{B}_{b}(E, \mathbb{R})$. Denote by $\left(P_{t}^{\mathfrak{b}}\right)_{t \geq 0}$ a semigroup of operators on $\mathcal{B}_{b}(E, \mathbb{R})$ given by

$$
P_{t}^{\mathfrak{b}} f(x):=\Pi_{x}\left[e^{\int_{0}^{t} \mathfrak{b}\left(\xi_{s}\right) d s} f\left(\xi_{t}\right) \mathbf{1}_{t<\zeta}\right], \quad f \in \mathcal{B}_{b}(E, \mathbb{R}), t \geq 0, x \in E .
$$

Let us write $\langle f, g\rangle_{m}:=\int_{E} f(x) g(x) m(d x)$ for the inner product of the Hilbert space $L^{2}(E, m)$. Then it is proved in [28,29] that there exists a family of strictly positive, bounded continuous functions $\left\{p_{t}^{\mathfrak{b}}: t>0\right\}$ on $E \times E$ such that

$$
\begin{equation*}
e^{-\|\mathfrak{b}\|_{\infty} t} p_{t}(x, y) \leq p_{t}^{\mathfrak{b}}(x, y) \leq e^{\|\mathfrak{b}\|_{\infty} t} p_{t}(x, y), \quad t>0, x, y \in E \tag{1.5}
\end{equation*}
$$

and that

$$
P_{t}^{\mathfrak{b}} f(x)=\int_{E} p_{t}^{\mathfrak{b}}(x, y) f(y) m(d y), \quad t>0, x \in E .
$$

Define the dual semigroup $\left(\widehat{P_{t}^{\mathrm{b}}}\right)_{t \geq 0}$ by

$$
\widehat{P_{0}^{\mathfrak{b}}}=I ; \quad \widehat{P_{t}^{\mathfrak{b}}} f(x):=\int_{E} p_{t}^{\mathfrak{b}}(y, x) f(y) m(d y), \quad t>0, x \in E, f \in \mathcal{B}_{b}(E, \mathbb{R}) .
$$

It is proved in $[28,29]$ that both $\left(P_{t}^{\mathfrak{b}}\right)_{t \geq 0}$ and $\left(\widehat{P_{t}^{\mathfrak{b}}}\right)_{t \geq 0}$ are strongly continuous semigroups of compact operators on $L^{2}(E, m)$. Let $L^{\mathfrak{b}}$ and $\widehat{L^{\mathfrak{b}}}$ be the generators of the semigroups of compact operators on $\left(P_{t}^{\mathfrak{b}}\right)_{t \geq 0}$ and $\left(\widehat{P_{t}^{\mathfrak{b}}}\right)_{t \geq 0}$, respectively. Denote by $\sigma\left(L^{\mathfrak{b}}\right)$ and $\sigma\left(\widehat{L^{\mathfrak{b}}}\right)$ the spectra of $L^{\mathfrak{b}}$ and $\widehat{L^{\mathfrak{b}}}$, respectively. According to Theorem 29 of [31], $\lambda_{\mathfrak{b}}:=\sup \Re\left(\sigma\left(L^{\mathfrak{b}}\right)\right)=\sup \Re\left(\sigma\left(\widehat{L^{\mathfrak{b}}}\right)\right)$ is a common eigenvalue of multiplicity 1 for both $L^{\mathfrak{b}}$ and $\widehat{L^{\mathfrak{b}}}$. By the argument in [28] and [29], the eigenfunctions $h_{\mathfrak{b}}$ of $L^{\mathfrak{b}}$ and $\widehat{h}_{\mathfrak{b}}$ of $\widehat{L^{\mathfrak{b}}}$ associated with the eigenvalue $\lambda_{\mathfrak{b}}$ can be chosen to be strictly positive and continuous everywhere on $E$. Setting $\left\langle h_{\mathfrak{b}}, h_{\mathfrak{b}}\right\rangle_{m}=\left\langle h_{\mathfrak{b}}, \widehat{h}_{\mathfrak{b}}\right\rangle_{m}=1$ so that $h_{\mathfrak{b}}$ and $\widehat{h}_{\mathfrak{b}}$ are uniquely determined pointwisely.

We assume further that $h_{0}:=\left.h_{\mathfrak{b}}\right|_{\mathfrak{b} \equiv 0}$ is bounded, and the semigroup $\left(P_{t}\right)_{t \geq 0}$ is intrinsically ultracontractive in the following sense: for all $t>0$ and $x, y \in E$, it holds that $p_{t}(x, y)=$ $c_{t, x, y} h_{0}(x) \widehat{h}_{0}(y)$ for some positive $c_{t, x, y}$ with $\sup _{x, y \in E} c_{t, x, y}<\infty$. Here, $\widehat{h}_{0}:=\left.\widehat{h}_{\mathfrak{b}}\right|_{\mathfrak{b} \equiv 0}$. Then, it is proved in [28,29] that, for arbitrary $\mathfrak{b} \in \mathcal{B}_{b}(E, \mathbb{R}), h_{\mathfrak{b}}$ is also bounded; and $\left(P_{t}^{\mathfrak{b}}\right)_{t \geq 0}$ is also intrinsically ultracontractive, in the sense that for any $t>0$ and $x, y \in E$ we have

$$
\begin{equation*}
p_{t}^{\mathfrak{b}}(x, y)=C_{\mathfrak{b}, t, x, y}^{1} h_{\mathfrak{b}}(x) \widehat{h}_{\mathfrak{b}}(y) \tag{1.6}
\end{equation*}
$$

for some positive $C_{\mathfrak{k}, t, x, y}^{1}$ with $\sup _{x, y \in E} C_{\mathfrak{b}, t, x, y}^{1}<\infty$. It follows from [17, Proposition 2.5 and Theorem 2.7], when (1.6) holds, $C_{\mathfrak{b}, t, x, y}^{1}$ can be chosen so that

$$
\begin{equation*}
\sup _{x, y \in E}\left(C_{\mathfrak{b}, t, x, y}^{1}\right)^{-1}<\infty, \quad t>0, \tag{1.7}
\end{equation*}
$$

and that for any $t>0, x, y \in E$,

$$
\begin{equation*}
C_{\mathfrak{b}, t, x, y}^{1}=e^{t \lambda_{\mathfrak{b}}}\left(1+C_{\mathfrak{b}, t, x, y}^{2}\right) \tag{1.8}
\end{equation*}
$$

for some real $C_{\mathfrak{b}, t, x, y}^{2}$ with $\lim _{t \rightarrow \infty} \sup _{x, y \in E} C_{\mathfrak{b}, t, x, y}^{2}=0$. Therefore,

$$
\begin{aligned}
& m\left(\widehat{h}_{\mathfrak{b}}\right) \stackrel{(1.6)}{=} \int_{E} p_{t}^{\mathfrak{b}}(x, y) h_{\mathfrak{b}}(x)^{-1}\left(C_{\mathfrak{b}, t, x, y}^{1}\right)^{-1} m(d y), \quad x \in E, \\
& \leq h_{\mathfrak{b}}(x)^{-1}\left(\sup _{z \in E}\left(C_{\mathfrak{b}, t, x, z}^{1}\right)^{-1}\right) \int_{E} p_{t}^{\mathfrak{b}}(x, y) m(d y) \\
& <\infty \quad \text { by }(1.5) \text { and (1.7) and the strict positivity of } h_{\mathfrak{b}} .
\end{aligned}
$$

This allows us to define a probability measure $\nu_{\mathfrak{b}}(d x):=m\left(\widehat{h}_{\mathfrak{b}}\right)^{-1} \widehat{h}_{\mathfrak{b}}(x) m(d x), x \in E$, and an eigenfunction $\phi_{\mathfrak{b}}(x):=m\left(\widehat{h}_{\mathfrak{b}}\right) h_{\mathfrak{b}}(x), x \in E$.

Finally we write $\lambda:=\lambda_{\beta}$ and assume that $\lambda<0$. We now show that $X$ satisfies (H1) with $\phi:=\phi_{\beta}$ and $v:=v_{\beta}$. From their definitions, we see that the function $\phi \in \mathcal{B}_{b}(E,(0, \infty))$, and that the probability measure $v$ has full support on $E$. Further, it is easy to see that for each $t \geq 0, P_{t}^{\beta} \phi=e^{\lambda t} \phi$ and $\nu(\phi)=1$. We also have that for any $t>0$,

$$
\begin{aligned}
& \left(\nu P_{t}^{\beta}\right)(d y)=\int_{x \in E} p_{t}^{\beta}(x, y) m(d y) v(d x) \\
& =\int_{x \in E} p_{t}^{\beta}(x, y) m(d y) m\left(\widehat{h}_{\beta}\right)^{-1} \widehat{h}_{\beta}(x) m(d x) \\
& =m\left(\widehat{h}_{\beta}\right)^{-1}\left(\int_{x \in E} p_{t}^{\beta}(x, y) \widehat{h}_{\beta}(x) m(d x)\right) m(d y) \\
& =m\left(\widehat{h}_{\beta}\right)^{-1} e^{\lambda t} \widehat{h}_{\beta}(y) m(d y)=e^{\lambda t} v(d y) .
\end{aligned}
$$

Therefore $\nu P_{t}^{\beta}=e^{\lambda t} v, t \geq 0$. Now for each $t>0, x \in E$ and $f \in L_{1}^{+}(\nu)$, we have

$$
\begin{aligned}
& P_{t}^{\beta} f(x)=\int_{E} p_{t}^{\beta}(x, y) f(y) m(d y) \stackrel{(1.6)}{=} \int_{E} h_{\beta}(x) \widehat{h}_{\beta}(y) C_{\beta, t, x, y}^{1} f(y) m(d y) \\
& =\int_{E} \phi(x) C_{\beta, t, x, y}^{1} f(y) \nu(d y)=: e^{\lambda t} \phi(x) \nu(f)\left(1+H_{t, x, f}\right)
\end{aligned}
$$

Finally, from (1.6) and (1.8), it is elementary to verify that $H_{t, x, f}$ satisfies the required condition (H1).

In three paragraphs above, we give some conditions that imply (H1). See [28, Section 1.4] for more than 10 concrete examples of processes satisfying these conditions.

## Organization of the rest of the paper.

In Section 2.1 we will give the proof of Theorem 1.1 using Propositions 2.1-2.4. In Section 2.2 we will give the proof of Theorem 1.2 using Propositions 2.5-2.7. The proofs of Propositions 2.1-2.4 are given in Section 3. The proof of Propositions 2.5-2.7 are given in Section 4. Some technical lemmas are in the Appendix, and will be referred to as needed in the proofs.

## 2. Proofs of Theorems 1.1 and 1.2

### 2.1. Proof of Theorem 1.1

It is easy to see that the operators $\left(V_{t}\right)_{t \geq 0}$ given by (1.1) can be extended uniquely to a family of operators $\left(\bar{V}_{t}\right)_{t \geq 0}$ on $\mathcal{B}(E,[0, \infty])$ such that for all $t \geq 0, f_{n} \uparrow f$ pointwisely in $\mathcal{B}(E,[0, \infty])$ implies that $\bar{V}_{t} f_{n} \uparrow \bar{V}_{t} f$ pointwisely. Moreover, $\left(\bar{V}_{t}\right)_{t \geq 0}$ satisfies that

$$
\begin{align*}
& \bar{V}_{t} f \leq \bar{V}_{t} g \text { for } t \geq 0 \text { and } f \leq g \text { in } \mathcal{B}(E,[0, \infty])  \tag{2.1}\\
& \bar{V}_{t+s}=\bar{V}_{t} \bar{V}_{s} \text { for } t, s \geq 0 ; \text { and }  \tag{2.2}\\
& \mathbb{P}_{\mu}\left[e^{-X_{t}(f)}\right]=e^{-\mu\left(\bar{V}_{t} f\right)} \text { for } t \geq 0, \mu \in \mathcal{M}_{f}(E), \text { and } f \in \mathcal{B}(E,[0, \infty]) . \tag{2.3}
\end{align*}
$$

With some abuse of notation, we still write $V_{t}=\bar{V}_{t}$ for $t \geq 0$, and call $\left(V_{t}\right)_{t \geq 0}$ the extended cumulant semigroup of the superprocess $X$. Define $v_{t}=V_{t}\left(\infty \mathbf{1}_{E}\right)$ for $t \geq 0$, then it holds that

$$
\begin{equation*}
\mathbb{P}_{\mu}\left(\left\|X_{t}\right\|=0\right)=e^{-\mu\left(v_{t}\right)}, \quad \mu \in \mathcal{M}_{f}(E), t \geq 0 \tag{2.4}
\end{equation*}
$$

From this, we can verify that

$$
\begin{equation*}
\mu\left(v_{t}\right)>0 \text { for all } \mu \in \mathcal{M}_{f}^{o}(E) \text { and } t \geq 0 . \tag{2.5}
\end{equation*}
$$

In fact, if $\mu\left(v_{t}\right)=0$, then by (2.4) we have $\mathbb{P}_{\mu}\left(\left\|X_{t}\right\|=0\right)=1$, which contradicts (1.3).
In the proof of Theorem 1.1, we will use the following four propositions whose proofs are postponed to Sections 3.1-3.4 respectively.

Proposition 2.1. For any $f \in \mathcal{B}(E,[0, \infty]), t>T$ and $x \in E$, we have $V_{t} f(x)=C_{t, x, f}^{3} \phi(x)$ for some non-negative $C_{t, x, f}^{3}$ with $\lim _{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, x, f}^{3}=0$. In particular, we have $\lim _{t \rightarrow \infty} \mu\left(V_{t} f\right)=0$ for all $\mu \in \mathcal{M}_{f}(E)$ and $f \in \mathcal{B}(E,[0, \infty])$.

Proposition 2.2. For any $f \in \mathcal{B}(E,[0, \infty]), t>T$ and $x \in E$, we have $V_{t} f(x)=$ $\phi(x) \nu\left(V_{t} f\right)\left(1+C_{t, x, f}^{4}\right)$ for some real $C_{t, x, f}^{4}$ with $\lim _{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|C_{t, x, f}^{4}\right|=0$.

For a probability measure $\mathbf{P}$ on $\mathcal{M}_{f}(E)$, the $\log$-Laplace functional of $\mathbf{P}$ is defined by

$$
\mathscr{L}_{\mathbf{P}} f:=-\log \int_{\mathcal{M}_{f}(E)} e^{-\mu(f)} \mathbf{P}(d \mu), \quad f \in \mathcal{B}(E,[0, \infty]) .
$$

For a finite random measure $\{Y ; \mathbf{P}\}$, the log-Laplace functional of its distribution is denoted as $\mathscr{L}_{Y ; \mathbf{P}}$. To simplify our notation, for each $t \geq 0$, we write $\Gamma_{t}:=\mathscr{L}_{X_{t} ; \mathbb{P}_{v}\left(\cdot\left\|X_{t}\right\|>0\right)}$.

We say a $[0, \infty]$-valued functional $A$ defined on $\mathcal{B}(E,[0, \infty])$ is monotone concave if (1) $A$ is a monotone functional, i.e., $f \leq g$ in $\mathcal{B}(E,[0, \infty])$ implies $A f \leq A g$; and (2) for any $f \in \mathcal{B}(E,[0, \infty])$ with $A f<\infty$, the function $u \mapsto A(u f)$ is concave on $[0,1]$.

Proposition 2.3. The limit $G f:=\lim _{t \rightarrow \infty} \Gamma_{t} f$ exists in $[0, \infty]$ for each $f \in \mathcal{B}(E,[0, \infty])$. Moreover, $G$ is the unique $[0, \infty]$-valued monotone concave functional on $\mathcal{B}(E,[0, \infty])$ such that $G\left(\infty \mathbf{1}_{E}\right)=\infty$ and that

$$
\begin{equation*}
1-e^{-G V_{s} f}=e^{s \lambda}\left(1-e^{-G f}\right), \quad s \geq 0, f \in \mathcal{B}(E,[0, \infty]) \tag{2.6}
\end{equation*}
$$

Proposition 2.4. For any $g \in \mathcal{B}_{b}\left(E,[0, \infty)\right.$ ) and sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{B}_{b}(E,[0, \infty))$ such that $g_{n} \downarrow g$ pointwisely, we have $G g_{n} \downarrow G g$.

Proof of Theorem 1.1. It follows from Lemma A.4, Propositions 2.3 and 2.4 that there exists a unique probability measure $\mathbf{Q}_{\lambda}$ on $\mathcal{M}_{f}(E)$ such that

$$
\begin{equation*}
\mathbb{P}_{\nu}\left(X_{t} \in \cdot \mid\left\|X_{t}\right\|>0\right) \xrightarrow[t \rightarrow \infty]{w} \mathbf{Q}_{\lambda}(\cdot) \tag{2.7}
\end{equation*}
$$

and that

$$
\begin{equation*}
\mathscr{L}_{\mathbf{Q}_{\lambda}}=G \quad \text { on } \mathcal{B}_{b}(E,[0, \infty)) . \tag{2.8}
\end{equation*}
$$

We claim that (2.8) can be strengthened as

$$
\begin{equation*}
\mathscr{L}_{\mathbf{Q}_{\lambda}}=G \quad \text { on } \mathcal{B}(E,[0, \infty]) ; \tag{2.9}
\end{equation*}
$$

and as a consequence of this, $\mathscr{L}_{\mathbf{Q}_{\lambda}}\left(\infty \mathbf{1}_{E}\right)=G\left(\infty \mathbf{1}_{E}\right)=\infty$, which says that $\mathbf{Q}_{\lambda}$ is actually a probability measure on $\mathcal{M}_{f}^{o}(E)$. To see the claim is true, we first note from Proposition 2.1 that
there exists $T_{1}>0$ such that, for all $t>T_{1}$ and $f \in \mathcal{B}(E,[0, \infty])$,
$V_{t} f \in \mathcal{B}_{b}(E,[0, \infty))$.

We then notice that from (2.8) and the bounded convergence theorem,

$$
\begin{equation*}
\text { if }\left\{g_{n}: n \in \mathbb{N}\right\} \cup\{g\} \subset \mathcal{B}_{b}(E,[0, \infty)) \text { and } g_{n} \uparrow g \text { pointwisely, then } G g_{n} \uparrow G g \tag{2.11}
\end{equation*}
$$

Now let $\left\{g_{n}: n \in \mathbb{N}\right\} \cup\{g\} \subset \mathcal{B}(E,[0, \infty])$ and $g_{n} \uparrow g$ pointwisely. Taking and fixing an $s>T_{1}$, we have by (2.10) and (2.11) that

$$
\left(1-e^{-G g_{n}}\right) \stackrel{(2.6)}{=} e^{-s \lambda}\left(1-e^{-G V_{s} g_{n}}\right) \uparrow e^{-s \lambda}\left(1-e^{-G V_{s} g}\right) \stackrel{(2.6)}{=}\left(1-e^{-G g}\right)
$$

In other words, we showed that $G g_{n} \uparrow G g$. The desired claim follows from this and (2.8).
Let us now prove that the probability $\mathbf{Q}_{\lambda}$ on $\mathcal{M}_{f}^{o}(E)$ satisfies the requirement for the desired result. It follows from Proposition 2.2 that there exists $T_{2}>0$ such that $\sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}$ $\left|C_{t, x, f}^{4}\right|<\infty$ for $t>T_{2}$. Thus for $f \in \mathcal{B}(E,[0, \infty]), t>T_{2}$ and $\mu \in \mathcal{M}_{f}^{o}(E)$, we have

$$
\begin{gather*}
\mu\left(V_{t} f\right) \stackrel{\text { Proposition } 2.2}{=} \int_{E} \phi(x) v\left(V_{t} f\right)\left(1+C_{t, x, f}^{4}\right) \mu(d x) \\
\quad=v\left(V_{t} f\right) \mu(\phi)\left(1+C_{\mu, t, f}^{5}\right) \tag{2.12}
\end{gather*}
$$

for some real $C_{\mu, t, f}^{5}$ with $\lim _{t \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])}\left|C_{\mu, t, f}^{5}\right|=0$. Also note that for $f \in$ $\mathcal{B}(E,[0, \infty]), t>T_{2}$ and $\mu \in \mathcal{M}_{f}^{o}(E)$,

$$
\begin{align*}
& \mathbb{P}_{\mu}\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right] \stackrel{(2.3),(2.4)}{=} \frac{1-e^{-\mu\left(V_{t} f\right)}}{1-e^{-\mu\left(v_{t}\right)}} \\
& =\frac{\mu\left(V_{t} f\right)}{\mu\left(v_{t}\right)}\left(1+C_{\mu, t, f}^{6}\right) \tag{2.13}
\end{align*}
$$

for some real $C_{\mu, t, f}^{6}$ with $\lim _{t \rightarrow \infty}\left|C_{\mu, t, f}^{6}\right|=0$. Here in the last equality we used (2.5), Proposition 2.1 and the fact that $\left(1-e^{-x}\right) / x \underset{x \rightarrow 0}{\longrightarrow} 1$. Thus, for each $\mu \in \mathcal{M}_{f}^{o}(E)$ and $f \in C_{b}(E,[0, \infty))$, we have

$$
\begin{aligned}
& \mathbb{P}_{\mu}\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right] \stackrel{(2.12),(2.13)}{=} \frac{\nu\left(V_{t} f\right)}{\nu\left(v_{t}\right)} \frac{1+C_{\mu, t, f}^{5}}{1+C_{\mu, t, \infty \mathbf{1}_{E}}^{5}}\left(1+C_{\mu, t, f}^{6}\right) \\
& \stackrel{(2.13)}{=} \mathbb{P}_{\nu}\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right]\left(1+C_{\nu, t, f}^{6}\right)^{-1} \frac{1+C_{\mu, t, f}^{5}}{1+C_{\mu, t, \infty \mathbf{1}_{E}}^{5}}\left(1+C_{\mu, t, f}^{6}\right) \\
& \underset{t \rightarrow \infty}{\longrightarrow} \int_{\mathcal{M}_{f}(E)}\left(1-e^{-w(f)}\right) \mathbf{Q}_{\lambda}(d w),
\end{aligned}
$$

where in the last line above, we used (2.7). Therefore, according to [21, Theorem 1.18],

$$
\mathbb{P}_{\mu}\left(X_{t} \in \cdot \mid\left\|X_{t}\right\|>0\right) \xrightarrow[t \rightarrow \infty]{w} \mathbf{Q}_{\lambda}(\cdot) .
$$

### 2.2. Proof of Theorem 1.2

In this subsection, we give the proof of Theorem 1.2 using the following three Propositions 2.5-2.7 whose proofs are postponed to Sections 4.1-4.3, respectively.

Proposition 2.5. (1) The Yaglom limit $\mathbf{Q}_{\lambda}$ given by Theorem 1.1 is a $Q S D$ of $X$ with mass decay rate $\lambda$; and (2) for any $r \in(\lambda, 0)$, there exists a probability measure $\mathbf{Q}_{r}$ on $\mathcal{M}_{f}^{o}(E)$ such that $\mathbf{Q}_{r}$ is a QSD of $X$ with mass decay rate $r$.

Proposition 2.6. Suppose that $r \in(-\infty, 0)$ and that $\mathbf{Q}_{r}^{*}$ is a $Q S D$ for $X$ with mass decay rate $r$. Then we have that (1) $r \geq \lambda$; and (2) $\mathscr{L}_{\mathbf{Q}_{r}^{*}}$ is a monotone concave functional on $\mathcal{B}(E,[0, \infty])$ with $\mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(\infty \mathbf{1}_{E}\right)=\infty$ and that

$$
1-e^{-\mathscr{L}_{\mathbf{Q}}^{r}}{ }^{*} V_{s} f \quad=e^{s r}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}} f}\right), \quad s \geq 0, f \in \mathcal{B}(E,[0, \infty]) .
$$

Proposition 2.7. Let $G$ be the unique functional on $\mathcal{B}(E,[0, \infty])$ given by Proposition 2.3. Let $r \in[\lambda, 0)$. If $G_{r}$ is a monotone concave functional on $\mathcal{B}(E,[0, \infty])$ with $G_{r}\left(\infty \mathbf{1}_{E}\right)=\infty$ and that

$$
1-e^{-G_{r} V_{s} f}=e^{s r}\left(1-e^{-G_{r} f}\right), \quad s \geq 0, f \in \mathcal{B}(E,[0, \infty])
$$

then $1-e^{-G_{r} f}=\left(1-e^{-G f}\right)^{r / \lambda}$ for any $f \in \mathcal{B}(E,[0, \infty])$.

Proof of Theorem 1.2. The non-existence of QSD for $X$ with mass decay rate $r<\lambda$ is due to Proposition 2.6(1). The existence of QSD for $X$ with mass decay rate $r \in[\lambda, 0)$ is due to Proposition 2.5. The uniqueness of QSD for $X$ with mass decay rate $r \in[\lambda, 0)$ is due to Propositions 2.6, 2.7 and [21, Theorem 1.17].

## 3. Proofs of Propositions 2.1-2.4

### 3.1. Proof of Proposition 2.1

Define a function $\psi_{0}$ by

$$
\psi_{0}(x, z)=\psi(x, z)+\beta(x) z, \quad x \in E, z \in[0, \infty)
$$

and an operator $\Psi_{0}: \mathcal{B}(E,[0, \infty]) \rightarrow \mathcal{B}(E,[0, \infty])$ by

$$
\Psi_{0} f(x)=\lim _{n \rightarrow \infty} \psi_{0}(x, f(x) \wedge n), \quad f \in \mathcal{B}(E,[0, \infty]), x \in E .
$$

Then it follows from [21, Theorem 2.23] and monotonicity that

$$
\begin{equation*}
V_{s} f+\int_{0}^{s} P_{s-u}^{\beta} \Psi_{0} V_{u} f d u=P_{s}^{\beta} f, \quad f \in \mathcal{B}(E,[0, \infty]), s \geq 0 \tag{3.1}
\end{equation*}
$$

The following fact will be used repeatedly:

$$
\begin{equation*}
\left\{V_{t} f: t>T, f \in \mathcal{B}(E,[0, \infty])\right\} \subset L_{1}^{+}(\nu) . \tag{3.2}
\end{equation*}
$$

To see this, note from (2.1), (2.4) and (H2) that, for all $t>T$ and $f \in \mathcal{B}(E,[0, \infty])$, $\nu\left(V_{t} f\right) \leq v\left(v_{t}\right)=-\log \mathbb{P}_{v}\left(\left\|X_{t}\right\|=0\right)<\infty$.

Proof of Proposition 2.1. Note that for all $s>0$ and $\epsilon>0$,

$$
\begin{align*}
& V_{s+\epsilon+T} f(x) \stackrel{(2.2)}{=} V_{s} V_{T+\epsilon} f(x) \leq P_{s}^{\beta} V_{T+\epsilon} f(x) \quad \text { by }(3.1), \\
& (\mathrm{H} 1),(3.2)  \tag{3.3}\\
& =e^{\lambda s} \phi(x) v\left(V_{T+\epsilon} f\right)\left(1+H_{s, x, V_{T+\epsilon} f}\right) \\
& \leq e^{\lambda s} \phi(x) v\left(v_{T+\epsilon}\right)\left(1+\sup _{x \in E, g \in L_{1}^{+}(\nu)}\left|H_{s, x, g}\right|\right),
\end{align*}
$$

where in the last inequality we used the fact that $v\left(V_{t} f\right) \leq v\left(v_{t}\right)=-\log \mathbb{P}_{v}\left(\left\|X_{t}\right\|=0\right)<\infty$ for all $f \in \mathcal{B}(E,[0, \infty])$ and $t>T$. From this and the fact that $\lambda<0$, we immediately get the desired result.

### 3.2. Proof of Proposition 2.2

Another fact that will be used repeatedly is the following:
For any $f \in \mathcal{B}(E,[0, \infty]), v(f)=0$ implies $v\left(V_{t} f\right)=0$ for all $t \geq 0$;
and $v(f)>0$ implies $v\left(V_{t} f\right)>0$ for all $t \geq 0$.
To see this, note by (1.2) that $\mathbb{P}_{\nu}\left[X_{t}(f)\right]=\nu\left(P_{t}^{\beta} f\right)=e^{\lambda t} \nu(f)$. If $v(f)=0$, then $X_{t}(f)=$ $0, \mathbb{P}_{\nu}$-a.s., therefore $v\left(V_{t} f\right)=-\log \mathbb{P}_{v}\left[e^{-X_{t}(f)}\right]=0$. If $v(f)>0$, then under $\mathbb{P}_{v}, X_{t}(f)$ is a random variable with positive mean. Therefore, $v\left(V_{t} f\right)=-\log \mathbb{P}_{\nu}\left[e^{-X_{t}(f)}\right]>0$.

Combining (3.4) with (3.3) we get that

$$
\begin{equation*}
\text { for all } t>T, x \in E \text { and } f \in \mathcal{B}(E,[0, \infty]) \text { with } v(f)=0 \text {, we have } V_{t} f(x)=0 \tag{3.5}
\end{equation*}
$$

Note from (H1) and (3.2) that for all $s>0, t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$, we have

$$
\begin{equation*}
P_{s}^{\beta} V_{t} f(x)=e^{\lambda s} \phi(x) \nu\left(V_{t} f\right)\left(1+H_{s, x, V_{t} f}\right)<\infty . \tag{3.6}
\end{equation*}
$$

In the proof of Proposition 2.2 we will use the following three lemmas whose proofs are postponed later.

Lemma 3.1. For all $s>0, t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$, we have $P_{s}^{\beta} V_{t} f(x)=$ $\phi(x) \nu\left(V_{t+s} f\right)\left(1+C_{s, t, x, f}^{7}\right)$ for some real $C_{s, t, x, f}^{7}$ with

$$
\lim _{s \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|C_{s, t, x, f}^{7}\right|=0 .
$$

For $f \in \mathcal{B}(E,[0, \infty])$ and $0<\epsilon<s<\infty$, we define

$$
I_{s, \epsilon} f=\int_{0}^{s-\epsilon} P_{s-u}^{\beta} \Psi_{0} V_{u} f d u, \quad J_{s, \epsilon} f=\int_{s-\epsilon}^{s} P_{s-u}^{\beta} \Psi_{0} V_{u} f d u
$$

Lemma 3.2. For all $t>T, 0<\epsilon<s<\infty, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$ with $\nu(f)>0$, we have $I_{s, \epsilon} V_{t} f(x)=\phi(x) \nu\left(V_{s+t} f\right) C_{t, \epsilon, s, x, f}^{8}$ for some non-negative $C_{t, \epsilon, s, x, f}^{8}$ with

$$
\lim _{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, \epsilon, s, x, f}^{8}=0 .
$$

Lemma 3.3. For all $t>T, 0<\epsilon<s<\infty, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$ with $\nu(f)>0$, we have $J_{s, \epsilon} V_{t} f(x)=\phi(x) \nu\left(V_{s+t} f\right) C_{t, \epsilon, s, x, f}^{9}$ for some non-negative $C_{t, \epsilon, s, x, f}^{9}$ with

$$
\lim _{\epsilon \rightarrow 0} \varlimsup_{t+s \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, \epsilon, s, x, f}^{9}=0 .
$$

Proof of Proposition 2.2. Thanks to (3.4) and (3.5), we only need to consider the case that $\nu(f)>0$. In this case, by Lemmas 3.1-3.3. we have for any $s>0$ and $\epsilon \in(0, s)$,

$$
\begin{align*}
& V_{t+s} f(x) \stackrel{(2.2)}{=} V_{s} V_{t} f(x) \stackrel{(3.1),(3.6)}{=} P_{s}^{\beta} V_{t} f(x)-\int_{0}^{s} P_{s-u}^{\beta} \Psi_{0} V_{u} V_{t} f(x) d u \\
& =P_{s}^{\beta} V_{t} f(x)-I_{s, \epsilon} V_{t} f(x)-J_{s, \epsilon} V_{t} f(x) \\
& =\phi(x) v\left(V_{t+s} f\right)\left(1+C_{s, t, x, f}^{7}-C_{t, \epsilon, s, x, f}^{8}-C_{t, \epsilon, s, x, f}^{9}\right) . \tag{3.7}
\end{align*}
$$

On the other hand, we have

$$
\begin{equation*}
V_{t} f(x)=\phi(x) \nu\left(V_{t} f\right)\left(1+C_{t, x, f}^{10}\right) \quad \text { for some real } C_{t, x, f}^{10} . \tag{3.8}
\end{equation*}
$$

Combining (3.7) and (3.8), we have for all $s>0$ and $\epsilon \in(0, s)$,

$$
C_{t+s, x, f}^{10}=C_{s, t, x, f}^{7}-C_{t, \epsilon, s, x, f}^{8}-C_{t, \epsilon, s, x, f}^{9} .
$$

Using this and the fact that

$$
\lim _{\epsilon \rightarrow 0} \varlimsup_{s \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|C_{s, t, x, f}^{7}-C_{t, \epsilon, s, x, f}^{8}-C_{t, \epsilon, s, x, f}^{9}\right|=0,
$$

it is easy to check that $\varlimsup_{s \rightarrow \infty} \overline{\lim }_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|C_{t+s, x, f}^{10}\right|=0$. This implies

$$
\lim _{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|C_{t, x, f}^{10}\right|=0
$$

Now we prove the three lemmas above.

Proof of Lemma 3.1. Integrating both sides of (3.1) with respect to $v$ and replacing $f$ by $V_{t} f$, we get that for all $t, s \geq 0$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
e^{-\lambda(t+s)} v\left(V_{t+s} f\right)+\int_{0}^{s} e^{-\lambda(t+u)} v\left(\Psi_{0} V_{t+u} f\right) d u=e^{-\lambda t} v\left(V_{t} f\right) \tag{3.9}
\end{equation*}
$$

As a consequence of (3.9), we can get that for all $t>T, s \geq 0$ and $f \in \mathcal{B}(E,[0, \infty])$ with $\nu(f)>0$,

$$
\begin{equation*}
\frac{\nu\left(V_{t+s} f\right)}{\nu\left(V_{t} f\right)}=\exp \left\{\lambda s-\int_{t}^{t+s} \frac{\nu\left(\Psi_{0} V_{u} f\right)}{v\left(V_{u} f\right)} d u\right\} . \tag{3.10}
\end{equation*}
$$

In fact, first observe from (3.2) and (3.4) that both sides of (3.9) are finite and positive if $t>T$ and $\nu(f)>0$. Therefore the function $H: u \mapsto e^{-\lambda u} \nu\left(V_{u} f\right)$ is absolutely continuous on $(T, \infty)$ and

$$
d H(u)=-e^{-\lambda u} \nu\left(\Psi_{0} V_{u} f\right) d u, \quad u \in(T, \infty),
$$

which implies that

$$
d \log H(u)=-\frac{v\left(\Psi_{0} V_{u} f\right)}{v\left(V_{u} f\right)} d u, \quad u \in(T, \infty)
$$

Now an elementary integration argument gives (3.10).
Define an operator $\Psi_{0}^{\prime}$ on $\mathcal{B}(E,[0, \infty])$ by

$$
\Psi_{0}^{\prime} f(x)=\lim _{n \rightarrow \infty} \frac{\partial \psi_{0}}{\partial z}(x, n \wedge f(x)), \quad x \in E, f \in \mathcal{B}(E,[0, \infty])
$$

We first claim that for all $t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
\varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} \Psi_{0}^{\prime} V_{t} f(x)<\infty . \tag{3.11}
\end{equation*}
$$

In fact, since

$$
\begin{equation*}
\frac{\partial \psi_{0}}{\partial z}(x, z)=2 \sigma(x)^{2} z+\int_{0}^{\infty}\left(1-e^{-r z}\right) r \pi(x, d r), \quad x \in E, z \geq 0 \tag{3.12}
\end{equation*}
$$

we have,

$$
\begin{aligned}
& \Psi_{0}^{\prime} V_{t} f(x) \leq 2 \sigma(x)^{2} V_{t} f(x)+V_{t} f(x) \int_{0}^{1} r^{2} \pi(x, d r)+\int_{1}^{\infty} r \pi(x, d r) \\
& \stackrel{\text { Proposition } 2.1}{=} C_{t, x, f}^{3} \phi(x)\left(2 \sigma(x)^{2}+\int_{0}^{1} r^{2} \pi(x, d r)\right)+\int_{1}^{\infty} r \pi(x, d r)
\end{aligned}
$$

Since $\phi, \sigma$ are bounded, and $\left(r \wedge r^{2}\right) \pi(x, d u)$ is a bounded kernel, (3.11) follows easily.
We next claim that for all $t>T$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])} v\left(\Psi_{0}^{\prime} V_{t} f\right)=0 \tag{3.13}
\end{equation*}
$$

In fact, it follows from (3.12) that, for any fixed $x \in E, z \mapsto \frac{\partial \psi_{0}}{\partial z}(x, z)$ is a non-negative, non-decreasing and continuous function on $[0, \infty)$ with $\frac{\partial \psi_{0}}{\partial z}(\cdot, 0) \equiv 0$. Therefore for any $x \in E$, we have

$$
\lim _{t \rightarrow \infty} \Psi_{0}^{\prime} v_{t}(x)=\lim _{t \rightarrow \infty} \frac{\partial \psi_{0}}{\partial z}\left(x, v_{t}(x)\right) \stackrel{\text { Proposition } 2.1}{=} 0
$$

Using this, (3.11) and the bounded convergence theorem, we easily get $\lim _{t \rightarrow \infty} \mathcal{V}\left(\Psi_{0}^{\prime} v_{t}\right)=0$. The claim follows immediately from the monotonicity of $\Psi_{0}^{\prime} V_{t} f$ in $f \in \mathcal{B}(E,[0, \infty])$.

Here is another claim that will be used below:
For all $t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$, it holds that

$$
\begin{equation*}
V_{t} f(x)=\phi(x) v\left(V_{t} f\right) C_{t, x, f}^{11} \tag{3.14}
\end{equation*}
$$

for some non-negative $C_{t, x, f}^{11}$ with $\varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, x, f}^{11}<\infty$.
To see this, first note that (3.14) is trivial when $v(f)=0$ thanks to (3.4) and (3.5). Therefore, we only need to consider the case that $v(f)>0$. In this case, it follows from the elementary fact

$$
\begin{equation*}
\psi_{0}(x, z) \leq z \frac{\partial \psi_{0}}{\partial z}(x, z), \quad x \in E, z \geq 0 \tag{3.15}
\end{equation*}
$$

that

$$
\nu\left(\Psi_{0} V_{t} f\right) \leq \nu\left(\left(V_{t} f\right) \cdot\left(\Psi_{0}^{\prime} V_{t} f\right)\right) \leq \nu\left(V_{t} f\right) \sup _{y \in E} \Psi_{0}^{\prime} V_{t} f(y) .
$$

From (3.2) we get that $v\left(V_{t} f\right)<\infty$. Thus from (3.11) for $t>T$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
\nu\left(\Psi_{0} V_{t} f\right)=v\left(V_{t} f\right) C_{t, f}^{12} \tag{3.16}
\end{equation*}
$$

for some non-negative $C_{t, f}^{12}$ with $\varlimsup_{t \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])} C_{t, f}^{12}<\infty$. Therefore, for any $s \geq 0$,

$$
\begin{align*}
& \frac{v\left(V_{t+s} f\right)}{v\left(V_{t} f\right)} \stackrel{(3.10)}{=} \exp \left\{\lambda s-\int_{t}^{t+s} \frac{v\left(\Psi_{0} V_{u} f\right)}{\nu\left(V_{u} f\right)} d u\right\} \\
& \stackrel{(3.16)}{=} \exp \left\{\lambda s-\int_{t}^{t+s} C_{u, f}^{12} d u\right\} . \tag{3.17}
\end{align*}
$$

Now note that for any $\epsilon \in(0, t-T)$,

$$
\begin{align*}
& V_{t} f(x) \stackrel{(2.1)}{=} V_{\epsilon} V_{t-\epsilon} f \leq P_{\epsilon}^{\beta} V_{t-\epsilon} f(x) \quad \text { by }(3.1), \\
& \stackrel{(\mathrm{H} 1)}{=} \phi(x) \nu\left(V_{t-\epsilon} f\right) e^{\lambda \epsilon}\left(1+H_{\epsilon, x, V_{t-\epsilon} f}\right) \\
& \stackrel{(3.17)}{=} \phi(x) \nu\left(V_{t} f\right) \exp \left\{\int_{t-\epsilon}^{t} C_{u, f}^{12} d u\right\}\left(1+H_{\epsilon, x, V_{t-\epsilon} f}\right) . \tag{3.18}
\end{align*}
$$

According to (3.2) and (H1) we have

$$
\varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|H_{\epsilon, x, V_{t-\epsilon} f}\right|<\infty, \quad \epsilon>0 .
$$

From this, (3.18) and the fact that $\overline{\lim }_{u \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])} C_{u, f}^{12}<\infty$, (3.14) follows immediately.

We now use (3.11), (3.13) and (3.14) to give the asymptotic ratio of $v\left(\Psi_{0} V_{t} f\right)$ and $v\left(V_{t} f\right)$. Note that we already obtained some result for this ratio in (3.16). We claim that the following stronger assertion is valid:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])} C_{t, f}^{12}=0, \quad f \in \mathcal{B}(E,[0, \infty]) \tag{3.19}
\end{equation*}
$$

To see this, we observe that

$$
\begin{aligned}
& v\left(\Psi_{0} V_{t} f\right) \leq v\left(\left(V_{t} f\right) \cdot\left(\Psi_{0}^{\prime} V_{t} f\right)\right), \quad \text { by }(3.15), \\
& \leq v\left(\Psi_{0}^{\prime} V_{t} f\right) \sup _{x \in E} V_{t} f(x) \stackrel{(3.14)}{=} v\left(\Psi_{0}^{\prime} V_{t} f\right) \cdot v\left(V_{t} f\right) \sup _{x \in E}\left(\phi(x) C_{t, x, f}^{11}\right) .
\end{aligned}
$$

Since $\phi$ is bounded, (3.19) follows from (3.13) and (3.14).
Using (3.19), we can get the following asymptotic ratio of $\nu\left(V_{t+s} f\right)$ and $\nu\left(V_{t} f\right)$ :
For all $t>T, s \geq 0$ and $f \in \mathcal{B}(E,[0, \infty])$, we have

$$
\begin{equation*}
v\left(V_{t+s} f\right)=v\left(V_{t} f\right) \exp \left\{\lambda s\left(1+C_{t, s, f}^{13}\right)\right\} \tag{3.20}
\end{equation*}
$$

for some real $C_{t, s, f}^{13}$ with $\lim _{t \rightarrow \infty} \sup _{s \geq 0, f \in \mathcal{B}(E,[0, \infty])}\left|C_{t, s, f}^{13}\right|=0$. In particular, for
all $f \in \mathcal{B}(E,[0, \infty])$ with $v(f)>0$ and $s \geq 0$, we have $\lim _{t \rightarrow \infty} \frac{\nu\left(V_{t+s} f\right)}{\nu\left(V_{t} f\right)}=e^{\lambda s}$.
To see this, thanks to (3.4), we only need to consider the case $v(f)>0$. In this case, it holds that

$$
\frac{v\left(V_{t+s} f\right)}{\nu\left(V_{t} f\right)} \stackrel{(3.17)}{=} \exp \left\{\lambda s-\int_{t}^{t+s} C_{u, f}^{12} d u\right\}=: \exp \left\{\lambda s\left(1+C_{t, s, f}^{13}\right)\right\}
$$

Noticing that $C_{t, s, f}^{13}=-\frac{1}{\lambda s} \int_{t}^{t+s} C_{u, f}^{12} d u$ and by (3.19) that $\lim _{u \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])} C_{u, f}^{12}=0$, so we have $\lim _{t \rightarrow \infty} \sup _{s>0, f \in \mathcal{B}(E,[0, \infty])}\left|C_{t, s, f}^{13}\right|=0$.

We are now ready to prove the conclusion of Lemma 3.1. Again we only need to consider the case $\nu(f)>0$ thanks to (3.4) and (3.5). In this case, by (3.2) and (3.4), we have $0<v\left(V_{t} f\right)<\infty$. Therefore, we have

$$
\begin{aligned}
& P_{s}^{\beta} V_{t} f(x) \stackrel{(\mathrm{H} 1)}{=} e^{\lambda s} \phi(x) v\left(V_{t} f\right)\left(1+H_{s, x, V_{t} f}\right) \\
& \stackrel{(3,20)}{=} \phi(x) v\left(V_{t+s} f\right) \exp \left\{-\lambda s C_{t, s, f}^{13}\right\}\left(1+H_{s, x, V_{t} f}\right) .
\end{aligned}
$$

From (H1) and (3.2), we know that $\lim _{s \rightarrow \infty} \sup _{x \in E, t>T, f \in \mathcal{B}(E,[0, \infty])}\left|H_{s, x, V_{t} f}\right|=0$. From (3.20), we know that $\sup _{s \geq 0} \lim _{t \rightarrow \infty} \sup _{f \in \mathcal{B}(E,[0, \infty])}\left|s C_{t, s, f}^{13}\right|=0$. Therefore, we have

$$
\lim _{s \rightarrow \infty} \varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|\exp \left\{-\lambda s C_{t, s, f}^{13}\right\}\left(1+H_{s, x, V_{t} f}\right)-1\right|=0 .
$$

Combining the two displays above we get the conclusion of Lemma 3.1.

Proof of Lemma 3.2. For all $u \geq 0$, we have

$$
\begin{equation*}
\nu\left(P_{u}^{\beta} \Psi_{0} V_{t} f\right)=e^{\lambda u} v\left(\Psi_{0} V_{t} f\right)<\infty, \tag{3.21}
\end{equation*}
$$

where the inequality follows from (3.16) and (3.2). Therefore, we have

$$
\begin{aligned}
& I_{s, \epsilon} V_{t} f(x)=\int_{0}^{s-\epsilon} P_{s-u}^{\beta} \Psi_{0} V_{t+u} f(x) d u=\int_{0}^{s-\epsilon} P_{\epsilon}^{\beta}\left(P_{s-\epsilon-u}^{\beta} \Psi_{0} V_{t+u} f\right)(x) d u \\
& \stackrel{(\mathrm{H} 1)}{=} \int_{0}^{s-\epsilon} e^{\lambda \epsilon} \phi(x) \nu\left(P_{s-\epsilon-u}^{\beta} \Psi_{0} V_{t+u} f\right)\left(1+H_{\epsilon, x, P_{s-\epsilon-u}^{\beta} \Psi_{0} V_{t+u} f}\right) d u \\
& \stackrel{(3.21)}{=} e^{(t+s) \lambda} \int_{0}^{s-\epsilon} \phi(x) e^{-\lambda(t+u)} \nu\left(\Psi_{0} V_{t+u} f\right)\left(1+H_{\epsilon, x, P_{s-\epsilon-u}^{\beta} \Psi_{0} V_{t+u} f}\right) d u \\
& \leq \phi(x)\left(1+\sup _{g \in L_{1}^{+}(\nu)}\left|H_{\epsilon, x, g}\right|\right) e^{(t+s) \lambda} \int_{0}^{s} e^{-\lambda(t+u)} v\left(\Psi_{0} V_{t+u} f\right) d u \quad \text { by }(3.21) \\
& \stackrel{(3.9)}{=} \phi(x)\left(1+\sup _{g \in L_{1}^{+}(\nu)}\left|H_{\epsilon, x, g}\right|\right) e^{(t+s) \lambda}\left(e^{-\lambda t} v\left(V_{t} f\right)-e^{-\lambda(t+s)} v\left(V_{t+s} f\right)\right) \\
& \stackrel{(3.2),(3.4)}{=} \phi(x)\left(1+\sup _{g \in L_{1}^{+}(\nu)}\left|H_{\epsilon, x, g}\right|\right) v\left(V_{t+s} f\right)\left(\frac{e^{s \lambda} v\left(V_{t} f\right)}{v\left(V_{t+s} f\right)}-1\right) \\
& \stackrel{(3.20)}{=} \phi(x)\left(1+\sup _{g \in L_{1}^{+}(\nu)}\left|H_{\epsilon, x, g}\right|\right) v\left(V_{t+s} f\right)\left(\exp \left\{-\lambda s C_{t, s, f}^{13}\right\}-1\right) .
\end{aligned}
$$

It is easy to check that

$$
\lim _{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left|\left(1+\sup _{g \in L_{1}^{+}(\nu)}\left|H_{\epsilon, x, g}\right|\right)\left(\exp \left\{-\lambda s C_{t, s, f}^{13}\right\}-1\right)\right|=0 .
$$

The desired result then follows.

Proof of Lemma 3.3. It follows from (3.15) that for all $t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\Psi_{0} V_{t} f(x) \leq V_{t} f(x) \cdot \Psi_{0}^{\prime} V_{t} f(x)
$$

Now by (3.11) we have

$$
\begin{equation*}
\Psi_{0} V_{t} f(x)=V_{t} f(x) C_{t, x, f}^{14} \tag{3.22}
\end{equation*}
$$

for some non-negative $C_{t, x, f}^{14}$ with $\varlimsup_{t \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, x, f}^{14}<\infty$.
Recall the quantity $C_{t, s, f}^{13,}$ given in (3.20). Now we claim that for all $u \geq 0, t>T, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
P_{u}^{\beta} \Psi_{0} V_{t} f(x)=\phi(x) \nu\left(V_{t+u} f\right) \exp \left\{-\lambda u C_{t, u, f}^{13}\right\} C_{t, u, x, f}^{15} \tag{3.23}
\end{equation*}
$$

for some non-negative $C_{t, u, x, f}^{15}$ with $\varlimsup_{t \rightarrow \infty} \sup _{u \geq 0, x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, u, x, f}^{15}<\infty$.

$$
\begin{aligned}
& P_{u}^{\beta} \Psi_{0} V_{t} f(x)=\int_{E} \Psi_{0} V_{t} f(y) P_{u}^{\beta}(x, d y) \stackrel{(3,22)}{=} \int_{E} V_{t} f(y) C_{t, y, f}^{14} P_{u}^{\beta}(x, d y) \\
& \stackrel{(3,14)}{=} \int_{E} \phi(y) \nu\left(V_{t} f\right) C_{t, y, f}^{11} C_{t, y, f}^{14} P_{u}^{\beta}(x, d y) \\
& \stackrel{(3.20)}{=} \int_{E} \phi(y) \nu\left(V_{t+u} f\right) \exp \left\{-\lambda u\left(1+C_{t, u, f}^{13}\right)\right\} C_{t, y, f}^{11} C_{t, y, f}^{14} P_{u}^{\beta}(x, d y) \\
& \leq v\left(V_{t+u} f\right) \exp \left\{-\lambda u\left(1+C_{t, u, f}^{13}\right)\right\}\left(\sup _{z \in E} C_{t, z, f}^{11} C_{t, z, f}^{14}\right) \int_{E} \phi(y) P_{u}^{\beta}(x, d y) \\
& =v\left(V_{t+u} f\right) \exp \left\{-\lambda u\left(1+C_{t, u, f}^{13}\right)\right\}\left(\sup _{z \in E} C_{t, z, f}^{11} C_{t, z, f}^{14}\right) e^{\lambda u} \phi(x) .
\end{aligned}
$$

Now (3.23) follows from the fact that $\overline{\lim }_{t \rightarrow \infty}\left(\sup _{z \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, z, f}^{11} C_{t, z, f}^{14}\right)<\infty$.
Note that (3.23) gives the asymptotic behavior of $P_{u}^{\beta} \Psi_{0} V_{t} f(x)$. We want to reformulate it into the asymptotic behavior of $P_{u}^{\beta} \Psi_{0} V_{t-u} f(x)$. To do this, we use the following elementary facts: for any real function $h$ on $[0, \infty)^{2}$,

$$
\begin{align*}
\varlimsup_{t \rightarrow \infty} \sup _{u \geq 0}|h(t, u)|<\infty & \Longrightarrow \sup _{\epsilon \rightarrow 0} \varlimsup_{t \rightarrow \infty} \sup _{u \in(0, \epsilon)}|h(t-u, u)|<\infty ;  \tag{3.24}\\
\lim _{t \rightarrow \infty} \sup _{u \geq 0}|h(t, u)|=0 & \Longrightarrow \sup _{\epsilon>0} \lim _{t \rightarrow \infty} \sup _{u \in(0, \epsilon)} u \cdot|h(t-u, u)|=0 .
\end{align*}
$$

Observe that for all $u>0, t>T+u$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
P_{u}^{\beta} \Psi_{0} V_{t-u} f(x) \stackrel{(3.23)}{=} \phi(x) v\left(V_{t} f\right) \exp \left\{-\lambda u C_{t-u, u, f}^{13}\right\} C_{t-u, u, x, f}^{15} .
$$

From (3.24), we know that

$$
\sup _{\epsilon>0} \varlimsup_{t \rightarrow \infty} \sup _{u \in(0, \epsilon), x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t-u, u, u, x, f}^{15}<\infty
$$

and that

$$
\sup _{\epsilon>0} \lim _{t \rightarrow \infty} \sup _{u \in(0, \epsilon), f \in \mathcal{B}(E,[0, \infty])} u C_{t-u, u, f}^{13}=0
$$

Thus,

$$
\begin{equation*}
P_{u}^{\beta} \Psi_{0} V_{t-u} f(x)=\phi(x) \nu\left(V_{t} f\right) C_{t, u, f, x}^{16} \tag{3.25}
\end{equation*}
$$

for some non-negative $C_{t, u, f, x}^{16}$ with $\sup _{\epsilon>0} \varlimsup_{t \rightarrow \infty} \sup _{u \in(0, \epsilon), x \in E, f \in \mathcal{B}(E,[0, \infty])} C_{t, u, f, x}^{16}<\infty$.
Finally, we note that

$$
\begin{aligned}
& J_{s, \epsilon} V_{t} f(x)=\int_{s-\epsilon}^{s} P_{s-u}^{\beta} \Psi_{0} V_{t+u} f(x) d u=\int_{0}^{\epsilon} P_{u}^{\beta} \Psi_{0} V_{t+s-u} f(x) d u \\
& \stackrel{(3.25)}{=} \int_{0}^{\epsilon} \phi(x) \nu\left(V_{t+s} f\right) C_{t+s, u, f, x}^{16} d u \leq \epsilon \phi(x) \nu\left(V_{t+s} f\right) \sup _{u \in(0, \epsilon)} C_{t+s, u, f, x}^{16} .
\end{aligned}
$$

It is elementary to see that

$$
\lim _{\epsilon \rightarrow 0} \varlimsup_{t+s \rightarrow \infty} \sup _{x \in E, f \in \mathcal{B}(E,[0, \infty])}\left(\epsilon \sup _{u \in(0, \epsilon)} C_{t+s, u, f, x}^{16}\right)=0
$$

Combining the two displays above, we get the conclusion of Lemma 3.3.

### 3.3. Proof of Proposition 2.3

Recall that for each $t \geq 0, \Gamma_{t}:=\mathscr{L}_{X_{t} ; \mathbb{P}_{v}\left(\cdot\left\|X_{t}\right\|>0\right)}$ is the log-Laplace functional for $X_{t}$ under probability $\mathbb{P}_{v}\left(\cdot \mid\left\|X_{t}\right\|>0\right)$. For any unbounded increasing positive sequence $\mathbf{t}=\left(t_{n}\right)_{n \in \mathbb{N}}$, define $G^{\mathbf{t}} f=\underline{\lim }_{n \rightarrow \infty} \Gamma_{\left(t_{n}\right)} f$.

To prove Proposition 2.3, we first prove two lemmas.

Lemma 3.4. For any unbounded increasing positive sequence $\mathbf{t}=\left(t_{n}\right)_{n \in \mathbb{N}}, G^{\mathbf{t}}$ is a $[0, \infty]$-valued monotone concave functional on $\mathcal{B}(E,[0, \infty])$ such that $G^{\mathbf{t}}\left(\infty \mathbf{1}_{E}\right)=\infty$ and that

$$
1-e^{-G^{\mathbf{t}} V_{s} f}=e^{s \lambda}\left(1-e^{-G^{\mathbf{t}} f}\right), \quad s \geq 0, f \in \mathcal{B}(E,[0, \infty])
$$

Proof. Since $\left(\Gamma_{t}\right)_{t \geq 0}$ are $[0, \infty]$-valued functionals, so is $G^{\mathbf{t}}$. Also, from $\Gamma_{t}\left(\infty \mathbf{1}_{E}\right)=\infty$ for all $t \geq 0$ we have that $G^{\mathbf{t}}\left(\infty \mathbf{1}_{E}\right)=\infty$. We claim that $G^{\mathbf{t}}$ is monotone concave. In fact, for each $f \leq g$ in $\mathcal{B}(E,[0, \infty])$, we have

$$
G^{\mathbf{t}} f={\underset{n \rightarrow \infty}{\lim }} \Gamma_{\left(t_{n}\right)} f \leq \underset{n \rightarrow \infty}{\lim _{n \rightarrow \infty}} \Gamma_{\left(t_{n}\right)} g=G^{\mathbf{t}} g .
$$

On the other hand, using Lemma A.2, we have for all $t \geq 0, f \in \mathcal{B}(E,[0, \infty]), u, v \in[0, \infty)$, $r \in[0,1]$, it holds that

$$
\Gamma_{t}((r u+(1-r) v) f) \geq r \Gamma_{t}(u f)+(1-r) \Gamma_{t}(v f) .
$$

Therefore, for all $f \in \mathcal{B}(E,[0, \infty]), u, v \in[0, \infty), r \in[0,1]$, we have

$$
\begin{aligned}
& G^{\mathbf{t}}((r u+(1-r) v) f)=\varliminf_{n \rightarrow \infty} \Gamma_{\left(t_{n}\right)}((r u+(1-r) v) f) \\
& \geq \varliminf_{n \rightarrow \infty}\left(r \Gamma_{\left(t_{n}\right)}(u f)+(1-r) \Gamma_{\left(t_{n}\right)}(v f)\right) \\
& \geq r\left(\varliminf_{n \rightarrow \infty} \Gamma_{\left(t_{n}\right)}(u f)\right)+(1-r)\left(\varliminf_{n \rightarrow \infty} \Gamma_{\left(t_{n}\right)}(v f)\right) \\
& =r G^{\mathbf{t}}(u f)+(1-r) G^{\mathbf{t}}(v f) .
\end{aligned}
$$

Note that for any $t>0$ and $f \in \mathcal{B}(E,[0, \infty])$, it holds that

$$
\begin{equation*}
1-e^{-\Gamma_{t} f}=\frac{\mathbb{P}_{v}\left[1-e^{-X_{t}(f)}\right]}{\mathbb{P}_{v}\left(\left\|X_{t}\right\|>0\right)}=\frac{1-e^{-v\left(V_{t} f\right)}}{1-e^{-v\left(v_{t}\right)}} \tag{3.26}
\end{equation*}
$$

Fix a function $f \in \mathcal{B}(E,[0, \infty])$. Thanks to (3.4) and (3.26), we only need to consider the case $\nu(f)>0$. In this case, by (3.4), we have $\nu\left(V_{t} f\right)>0$ for each $t \geq 0$. Therefore, for any $s, t \geq 0$,

$$
\begin{align*}
& 1-e^{-\Gamma_{t} V_{s} f} \stackrel{(3.26}{=} \frac{1-e^{-v\left(V_{t+s} f\right)}}{1-e^{-v\left(v_{t}\right)}}=\frac{1-e^{-v\left(V_{t+s} f\right)}}{1-e^{-v\left(V_{t} f\right)}} \frac{1-e^{-v\left(V_{t} f\right)}}{1-e^{-\nu\left(v_{t}\right)}} \\
& \stackrel{(3.26)}{=} \frac{1-e^{-v\left(V_{t+s} f\right)}}{1-e^{-v\left(V_{t} f\right)}}\left(1-e^{-\Gamma_{t} f}\right) . \tag{3.27}
\end{align*}
$$

Thus, for any $s \geq 0$,

$$
\begin{aligned}
& 1-e^{-G^{\mathbf{t}} V_{s} f}=\underset{n \rightarrow \infty}{\lim }\left(1-e^{-\Gamma_{\left(t_{n}\right)} V_{s} f}\right) \stackrel{(3.27)}{=} \underset{n \rightarrow \infty}{\lim _{n \rightarrow \infty}}\left(\frac{1-e^{-\nu\left(V_{t_{n}+s} f\right)}}{1-e^{-v\left(V_{\left(t_{n}\right)} f\right)}}\left(1-e^{-\Gamma_{\left(t_{n}\right)} f}\right)\right) \\
& =\left(\lim _{t \rightarrow \infty} \frac{1-e^{-v\left(V_{t+s} f\right)}}{1-e^{-v\left(V_{t} f\right)}}\right) \cdot \underset{n \rightarrow \infty}{\lim _{n \rightarrow \infty}}\left(1-e^{-\Gamma_{\left(t_{n}\right)} f}\right)=e^{s \lambda}\left(1-e^{-G^{\mathbf{t}} f}\right),
\end{aligned}
$$

where the last equality follows from Proposition 2.1, (3.20), and the fact that $\left(1-e^{-x}\right)$ / $x \underset{x \rightarrow 0}{\longrightarrow} 1$.

Lemma 3.5. Suppose that $r \in[\lambda, 0)$. If $G_{r}$ is $a[0, \infty]$-valued monotone concave functional on $\mathcal{B}(E,[0, \infty])$ such that $G_{r}\left(\infty \mathbf{1}_{E}\right)=\infty$ and that

$$
1-e^{-G_{r} V_{s} f}=e^{s r}\left(1-e^{-G_{r} f}\right), \quad s \geq 0, f \in \mathcal{B}(E,[0, \infty]),
$$

then for any unbounded increasing positive sequence $\mathbf{t}=\left(t_{n}\right)_{n \in \mathbb{N}}$,

$$
1-e^{-G_{r} f}=\left(1-e^{-G^{\mathbf{t}} f}\right)^{r / \lambda}, \quad f \in \mathcal{B}(E,[0, \infty])
$$

Proof. Let $\left(Q_{t}\right)_{t \geq 0}$ be the family of $[0, \infty)$-valued functionals on $\mathcal{B}(E,[0, \infty])$ given by

$$
Q_{t} g:=e^{-r t}\left(1-e^{-G r\left(g v_{t}\right)}\right) .
$$

Note that, by (2.5), $v_{t}(x)>0$ for all $x \in E$. It follows from Proposition 2.1 that $v_{t}(x)<\infty$ for all $x \in E$ and all $t>T$. Thus $v_{t}(\cdot)$ is a $(0, \infty)$-valued function for all $t>T$.

We claim that for any $u \in[0,1], Q_{t}\left(u \mathbf{1}_{E}\right)$ is non-increasing in $t \in(0, \infty)$. In particular, we can define the $[0, \infty]$-valued function $q(u):=\lim _{t \rightarrow \infty} Q_{t}\left(u \mathbf{1}_{E}\right), u \in[0,1]$. In fact, note that $\mathbb{P}_{\delta_{x}}\left[e^{-X_{s}\left(u v_{t}\right)}\right]=e^{-V_{s}\left(u v_{t}\right)}, x \in E, s, t>0, u \geq 0$. Lemma A. 2 says that, for all $s, t>0$ and $x \in E, u \mapsto V_{s}\left(u v_{t}\right)(x)$ is a $[0, \infty]$-valued concave function on $[0, \infty)$. Therefore, for $u \in[0,1]$, we have

$$
V_{s}\left(u v_{t}\right) \geq u V_{s}\left(v_{t}\right)+(1-u) V_{s}\left(0 \cdot v_{t}\right)=u v_{s+t}, \quad s, t>0 .
$$

Using this, we get

$$
\begin{aligned}
& Q_{t+s}\left(u \mathbf{1}_{E}\right)=e^{-r(t+s)}\left(1-e^{-G_{r}\left(u v_{t+s}\right)}\right) \leq e^{-r(t+s)}\left(1-e^{-G_{r}\left[V_{s}\left(u v_{t}\right)\right]}\right) \\
& =e^{-r t}\left(1-e^{-G_{r}\left(u v_{t}\right)}\right)=Q_{t}\left(u \mathbf{1}_{E}\right), \quad s, t>0, u \in[0,1] .
\end{aligned}
$$

We want to show that $q(u)=u^{r / \lambda}, u \in[0,1]$. In order to do this, we first show that
the function $q$ is non-decreasing and concave on $[0,1]$ with $q(1)=1$.
In particular, thanks to Lemma A.1, $q$ is a continuous function on $(0,1]$.
In fact, from $G_{r}\left(\infty \mathbf{1}_{E}\right)=\infty$ and $V_{t}\left(\infty \mathbf{1}_{E}\right)=v_{t}$, we get

$$
Q_{t}\left(\mathbf{1}_{E}\right)=e^{-r t}\left(1-e^{-G_{r} v_{t}}\right)=e^{-r t} e^{r t}\left(1-e^{-G_{r}\left(\infty \mathbf{1}_{E}\right)}\right)=1, \quad t \geq 0 .
$$

Therefore $q(1)=1$. The above argument also says that $G_{r} v_{t}<\infty$ for each $t>0$. Now from the condition that $G_{r}$ is monotone concave, we have that for all $t>0$, the map $u \mapsto G_{r}\left(u v_{t}\right)$ is a non-decreasing and concave $[0, \infty)$-valued function on [0, 1]. From Lemma A. 3 we get that, for each $t>0, u \mapsto Q_{t}\left(u \mathbf{1}_{E}\right)$ is a $[0, \infty)$-valued, non-decreasing and concave function on $[0,1]$. Since the limit of concave functions is concave, we get (3.28) by letting $t \rightarrow \infty$.

We now show that

$$
\begin{equation*}
q(u)=u^{r / \lambda}, \quad u \in[0,1] . \tag{3.29}
\end{equation*}
$$

To see this, note that for all $s \geq 0, t>T$ and $x \in E$, we have that

$$
\begin{aligned}
& e^{\lambda s}\left(\phi^{-1} v_{t}\right)(x) \stackrel{\text { Proposition } 2.2}{=} e^{\lambda s} v\left(v_{t}\right)\left(1+C_{t, x, \infty \mathbf{1}_{E}}^{4}\right) \\
& \stackrel{(3,20)}{=} v\left(v_{t+s}\right) \exp \left\{-\lambda s C_{t, s, \infty \mathbf{1}_{E}}^{13}\right\}\left(1+C_{t, x, \infty \mathbf{1}_{E}}^{4}\right) \\
& \text { Proposition } 2.2\left(\phi^{-1} v_{t+s}\right)(x)\left(1+C_{t+s, x, \infty \mathbf{1}_{E}}^{4}\right)^{-1} \exp \left\{-\lambda s C_{t, s, \infty \mathbf{1}_{E}}^{13}\right\}\left(1+C_{t, x, \infty \mathbf{1}_{E}}^{4}\right) \\
& =\left(\phi^{-1} v_{t+s}\right)(x)\left(1+C_{s, t, x}^{17}\right),
\end{aligned}
$$

for some real $C_{s, t, x}^{17}$ with $\lim _{t \rightarrow \infty} \sup _{x \in E}\left|C_{s, t, x}^{17}\right|=0$. Thus, we know that for all $s \geq 0$ and $\epsilon>0$ there exists $T_{s, \epsilon}^{1}>0$ such that

$$
\begin{equation*}
1-\epsilon \leq \frac{e^{\lambda s} v_{t}(x)}{v_{t+s}(x)} \leq 1+\epsilon, \quad x \in E, t>T_{s, \epsilon}^{1} \tag{3.30}
\end{equation*}
$$

From this we get that for all $s \geq 0, \epsilon>0, t \geq T_{s, \epsilon}^{1}$, and $u \geq 0$,

$$
\begin{aligned}
& Q_{t+s}\left[(1-\epsilon) u \mathbf{1}_{E}\right]=e^{-r(t+s)}\left(1-e^{-G_{r}\left[(1-\epsilon) u v_{t+s}\right]}\right) \stackrel{(3.30)}{\leq} e^{-r t} e^{-r s}\left(1-e^{-G_{r}\left(u e^{\lambda s} v_{t}\right)}\right) \\
& =e^{-r s} Q_{t}\left(u e^{\lambda s} \mathbf{1}_{E}\right) \stackrel{(3.30)}{\leq} e^{-r(t+s)}\left(1-e^{-G_{r}\left[(1+\epsilon) u v_{t+s}\right]}\right) \\
& =Q_{t+s}\left[(1+\epsilon) u \mathbf{1}_{E}\right] .
\end{aligned}
$$

Letting $t \rightarrow \infty$ in the display above, we get that for all $s \geq 0, \epsilon>0$ and $u$ satisfying $0<(1-\epsilon) u<(1+\epsilon) u<1$, it holds that

$$
\begin{equation*}
q((1-\epsilon) u) \leq e^{-r s} q\left(u e^{\lambda s}\right) \leq q((1+\epsilon) u) . \tag{3.31}
\end{equation*}
$$

Using (3.28), letting $\epsilon \rightarrow 0$ and then $u \uparrow 1$ in (3.31), we get that

$$
q(1)=1=e^{-r s} q\left(e^{\lambda s}\right), \quad s \geq 0 .
$$

In other words, $q(u)=u^{r / \lambda}$ for $u \in(0,1]$. Finally noticing that $q$ is non-negative and non-decreasing on $[0,1]$, we also have $q(0)=0$.

We are now ready to finish the proof of Lemma 3.5. Fix an unbounded increasing positive sequence $\mathbf{t}=\left(t_{n}\right)_{n \in \mathbb{N}}$ and a function $f \in \mathcal{B}(E,[0, \infty])$, we only need to prove that $1-G_{r} f=$ $\left(1-G^{\mathbf{t}} f\right)^{r / \lambda}$.

From the definition of $G^{\mathbf{t}} f$, we can choose a subsequence $\mathbf{t}^{\prime}=\left(t_{n}^{\prime}\right)_{n \in \mathbb{N}}$ of $\mathbf{t}$ such that for each $n \in \mathbb{N}$, we have $t_{n}^{\prime}>T$ and

$$
\begin{equation*}
G^{\mathbf{t}} f=\Gamma_{t_{n}^{\prime}} f+C_{n}^{18} \tag{3.32}
\end{equation*}
$$

for some real $C_{n}^{18}$ (depending on both $f$ and $\mathbf{t}^{\prime}$ ) such that $\lim _{n \rightarrow \infty}\left|C_{n}^{18}\right|=0$.
Therefore, we have for any $n \in \mathbb{N}$,

$$
\begin{aligned}
& 1-e^{-G^{\mathbf{t}} f} \stackrel{(3.32)}{=} 1-e^{-\Gamma_{t_{n}^{\prime}} f-C_{n}^{18}}=\left(1-e^{-\Gamma_{t_{n}^{\prime}}^{\prime} f}\right) e^{-C_{n}^{18}}+\left(1-e^{-C_{n}^{18}}\right) \\
& \stackrel{(3.26)}{=} \frac{1-e^{-v\left(V_{\left(t_{n}^{\prime} n\right.} f\right)}}{1-e^{-v\left(v_{\left(t_{n}^{\prime}\right)}\right)}} e^{-C_{n}^{18}}+\left(1-e^{-C_{n}^{18}}\right) \\
& =\frac{v\left(V_{\left(t_{n}^{\prime}\right)} f\right)}{v\left(v_{\left(t_{n}^{\prime}\right)}\right)}\left(1+C_{n}^{19}\right)+\left(1-e^{-C_{n}^{18}}\right)
\end{aligned}
$$

for some real $C_{n}^{19}$ with $\lim _{n \rightarrow \infty}\left|C_{n}^{19}\right|=0$, by Proposition 2.1 and the fact that $\left(1-e^{-x}\right) / x \underset{x \rightarrow 0}{\longrightarrow}$ 1. Thus

$$
\begin{equation*}
1-e^{-G^{\mathbf{t}} f} \stackrel{\text { Proposition } 2.2}{=} \frac{V_{\left(t_{n}^{\prime}\right)} f(x)}{v_{\left(t_{n}^{\prime}\right)}(x)} \frac{1+C_{t_{n}^{\prime}, x, \infty \mathbf{1}_{E}}^{4}}{1+C_{t_{n}^{\prime}, x, f}^{4}}\left(1+C_{n}^{19}\right)+\left(1-e^{-C_{n}^{18}}\right) . \tag{3.33}
\end{equation*}
$$

It is elementary to see that

$$
\lim _{n \rightarrow \infty} \sup _{x \in E}\left|\frac{1+C_{t_{n}^{\prime}, x, \infty \mathbf{1}_{E}}^{4}}{1+C_{t_{n}^{\prime}, x, f}^{4}}\left(1+C_{n}^{19}\right)-1\right|=0 .
$$

Therefore, for any $\epsilon>0$, there exists $N_{\epsilon}>0$ such that for any $n>N_{\epsilon}$,

$$
\begin{equation*}
\left|\left(\frac{1+C_{t_{n}^{\prime}, x, \infty \mathbf{1}_{E}}^{4}}{1+C_{t_{n}^{\prime}, x, f}^{4}}\left(1+C_{n}^{19}\right)\right)^{-1}-1\right|<\epsilon ; \text { and }\left|1-e^{-C_{n}^{18}}\right|<\epsilon . \tag{3.34}
\end{equation*}
$$

Note from (2.1), $0 \leq V_{t} f \leq v_{t}$ for each $t \geq 0$. It is elementary to verify from (3.33) and (3.34) that, for any $\epsilon>0, n>N_{\epsilon}$ and $x \in E$,

$$
(1-\epsilon)\left(\left(1-e^{-G^{\mathbf{t}} f}-\epsilon\right) \vee 0\right) \leq \frac{V_{\left(t_{n}^{\prime}\right)} f(x)}{v_{\left(t_{n}^{\prime}\right)}(x)} \leq(1+\epsilon)\left(1-e^{-G^{\mathbf{t}} f}+\epsilon\right) \wedge 1
$$

Since $G_{r}$ is a monotone functional, we know that for each $t \geq 0, Q_{t}$ is also a monotone functional. This implies that for any $\epsilon>0$ and $n>N_{\epsilon}$,

$$
\begin{align*}
& Q_{\left(t_{n}^{\prime}\right)}\left[(1-\epsilon)\left(\left(1-e^{-G^{\mathbf{t}} f}-\epsilon\right) \vee 0\right) \mathbf{1}_{E}\right] \leq Q_{\left(t_{n}^{\prime}\right)}\left(\frac{V_{\left(t_{n}^{\prime}\right)} f}{v_{\left(t_{n}^{\prime}\right)}}\right)  \tag{3.35}\\
& \leq Q_{\left(t_{n}^{\prime}\right)}\left[\left((1+\epsilon)\left(1-e^{-G^{\mathbf{t}} f}+\epsilon\right) \wedge 1\right) \mathbf{1}_{E}\right] .
\end{align*}
$$

Note from the definition of $\left(Q_{t}\right)_{t \geq 0}$ and $G_{r}$, we always have for $t>T$ that

$$
Q_{t}\left(\frac{V_{t} f}{v_{t}}\right)=e^{-r t}\left(1-e^{-G_{r} V_{t} f}\right)=1-e^{-G_{r} f} .
$$

Therefore, taking $n \rightarrow \infty$ in (3.35), and using (3.29) we get that

$$
\left((1-\epsilon)\left(\left(1-e^{-G^{\mathbf{t}_{f}}}-\epsilon\right) \vee 0\right)\right)^{r / \lambda} \leq 1-e^{-G_{r} f} \leq\left((1+\epsilon)\left(1-e^{-G^{\mathbf{t}} f}+\epsilon\right) \wedge 1\right)^{r / \lambda}
$$

Taking $\epsilon \rightarrow 0$, we get the desired result.
Proof of Proposition 2.3. Combining Lemmas 3.4 and 3.5 (taking $r=\lambda$ ) with a sub-subsequence type argument, we can easily get the conclusion of Proposition 2.3.

### 3.4. Proof of Proposition 2.4

Proof of Proposition 2.4. We first consider the case that $g=0 v$-almost surely. From (3.1) and (H1), we have

$$
\begin{equation*}
V_{1} g_{n}(x) \leq P_{1}^{\beta} g_{n}(x) \leq C^{20} \phi(x) \nu\left(g_{n}\right), \quad n \in \mathbb{N}, x \in E, \tag{3.36}
\end{equation*}
$$

where $C^{20}:=\sup _{x \in E, f \in L_{+}^{1}(v)} e^{\lambda}\left(1+\left|H_{1, x, f}\right|\right)$. By the bounded convergence theorem, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} v\left(g_{n}\right)=v(g)=0 \tag{3.37}
\end{equation*}
$$

On the other hand, from (3.9), we know that $t \mapsto e^{-\lambda t} \nu\left(v_{t}\right)$ is a non-increasing $(0, \infty)$-valued continuous function on $(T, \infty)$. Since $\lambda<0$, we have

$$
\begin{equation*}
t \mapsto \nu\left(v_{t}\right) \text { is a strictly decreasing }(0, \infty) \text {-valued continuous function on }(T, \infty) \text {. } \tag{3.38}
\end{equation*}
$$

By Proposition 2.1, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} v\left(v_{t}\right)=0 . \tag{3.39}
\end{equation*}
$$

Using (3.37), (3.38) and (3.39) we can see that there exist $n_{0}>0$ and a sequence $\left\{t_{n}: n>n_{0}\right\}$ of positive numbers such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} t_{n}=\infty \tag{3.40}
\end{equation*}
$$

and that, for any $n>n_{0}$,

$$
\begin{equation*}
2 C^{20} v\left(g_{n}\right) \leq v\left(v_{t_{n}}\right) \tag{3.41}
\end{equation*}
$$

It follows from Proposition 2.2 that there exists $n_{1}>n_{0}$ such that for all $n>n_{1}$ and $x \in E$,

$$
\begin{equation*}
\nu\left(v_{t_{n}}\right) \leq 2 \phi(x)^{-1} v_{t_{n}}(x) . \tag{3.42}
\end{equation*}
$$

Now, for any $n>n_{1}$ and $x \in E$, we have

$$
\begin{align*}
& V_{1} g_{n}(x) \stackrel{(3.36)}{\leq} C^{20} \phi(x) \nu\left(g_{n}\right) \stackrel{(3.41)}{\leq} \frac{1}{2} \phi(x) \nu\left(v_{t_{n}}\right) \\
& \stackrel{(3.42)}{\leq} v_{t_{n}}(x) \tag{3.43}
\end{align*}
$$

Therefore, for any $n>n_{1}$,

$$
1-e^{-G g_{n}} \stackrel{(2.6)}{=} e^{-\lambda}\left(1-e^{-G V_{1} g_{n}}\right) \leq e^{-\lambda}\left(1-e^{-G v_{t_{n}}}\right)=e^{-\lambda} e^{\lambda t_{n}},
$$

where in the inequality above we used (3.43) and the monotonicity of $G$ (Proposition 2.3), and in the last equality, we used Proposition 2.3 with $f=\infty \mathbf{1}_{E}$. Letting $n \rightarrow \infty$ in the display above, noticing (3.40) and the fact that $\lambda<0$, we get the desired result in this case.

We now consider the case that $g_{n} \downarrow g$ pointwisely where $\nu(g)>0$. The monotonicity of $G$ (Proposition 2.3) implies that $\lim _{n \rightarrow \infty} G g_{n}$ exists and is greater than $G g$. So we only need to show that $\lim _{n \rightarrow \infty} G g_{n} \leq G g$. From Proposition 2.2, for any $\epsilon>0$ there exists $T_{\epsilon}^{2}>0$ such that for any $t \geq T_{\epsilon}^{2}, x \in E$ and $f \in \mathcal{B}(E,[0, \infty])$,

$$
\begin{equation*}
(1-\epsilon) \phi(x) \nu\left(V_{t} f\right) \leq V_{t} f(x) \leq(1+\epsilon) \phi(x) \nu\left(V_{t} f\right) \tag{3.44}
\end{equation*}
$$

Therefore, we have for any $\epsilon>0, t \geq T_{\epsilon}^{2}, x \in E$ and $f, h \in \mathcal{B}(E,[0, \infty])$ with $\nu(h)>0$ that

$$
\begin{align*}
& V_{t} f(x) \stackrel{(3.44)}{\geq}(1-\epsilon) \phi(x) v\left(V_{t} f\right) \\
& \stackrel{(3.4)}{=}(1-\epsilon) \phi(x) \frac{\nu\left(V_{t} f\right)}{\nu\left(V_{t} h\right)} v\left(V_{t} h\right) \stackrel{(3.44)}{\geq} \frac{1-\epsilon}{1+\epsilon} \frac{v\left(V_{t} f\right)}{v\left(V_{t} h\right)} V_{t} h(x) \\
& \geq\left(\frac{1-\epsilon}{1+\epsilon} \frac{v\left(V_{t} f\right)}{v\left(V_{t} h\right)} \wedge 1\right) V_{t} h(x) . \tag{3.45}
\end{align*}
$$

Since $G$ is a monotone concave functional (Proposition 2.3), we know that for any $f \in$ $\mathcal{B}(E,[0, \infty]), u \mapsto 1-e^{-G(u f)}$ is a concave function on [0,1] (Lemma A.3); and therefore,

$$
\begin{equation*}
1-e^{-G(u f)} \geq u\left(1-e^{-G f}\right)+(1-u)\left(1-e^{-G\left(01_{E}\right)}\right)=u\left(1-e^{-G f}\right), \quad u \in[0,1] . \tag{3.46}
\end{equation*}
$$

Now we have for any $\epsilon>0, t \geq T_{\epsilon}^{2}, x \in E$ and $f, h \in \mathcal{B}(E,[0, \infty])$ with $\nu(h)>0$ that

$$
\begin{aligned}
& 1-e^{-G f} \stackrel{\text { Proposition } 2.3}{=} e^{-\lambda t}\left(1-e^{-G V_{t} f}\right) \stackrel{(3.45)}{\geq} e^{-\lambda t}\left(1-e^{-G\left(\left(\frac{1-\epsilon}{1+\epsilon} \frac{v\left(V_{t} f\right)}{\nu\left(V_{t} h\right)} \wedge 1\right) V_{t} h\right)}\right) \\
& \stackrel{(3.46)}{\geq} e^{-\lambda t}\left(\frac{1-\epsilon}{1+\epsilon} \frac{v\left(V_{t} f\right)}{v\left(V_{t} h\right)} \wedge 1\right)\left(1-e^{-G V_{t} h}\right) \\
& \stackrel{\text { Proposition } 2.3}{=}\left(\frac{1-\epsilon}{1+\epsilon} \frac{v\left(V_{t} f\right)}{\nu\left(V_{t} h\right)} \wedge 1\right)\left(1-e^{-G h}\right) .
\end{aligned}
$$

Replacing $f$ by $g, h$ by $g_{n}$, and then taking $n \rightarrow \infty$, noticing that by monotone convergence theorem $v\left(V_{t} g_{n}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} v\left(V_{t} g\right)$, we get

$$
1-e^{-G g} \geq \frac{1-\epsilon}{1+\epsilon} \lim _{n \rightarrow \infty}\left(1-e^{-G g_{n}}\right)
$$

as desired (noticing $\epsilon>0$ is arbitrary).

## 4. Proofs of Propositions 2.5-2.7

### 4.1. Proof of Proposition 2.5

Proof of Proposition 2.5(1). Denote by $G$ the functional given by Proposition 2.3; and by $\mathbf{Q}_{\lambda}$ the Yaglom limit given by Theorem 1.1. By (2.9), we know that $G$ is the log-Laplace functional of $\mathbf{Q}_{\lambda}$. Now note that for $t \geq 0$,

$$
\begin{align*}
& \left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left(\left\|X_{t}\right\|>0\right) \stackrel{(2.4)}{=} \int_{\mathcal{M}_{f}(E)}\left(1-e^{-\mu\left(v_{t}\right)}\right) \mathbf{Q}_{\lambda}(d \mu) \stackrel{(2.9)}{=} 1-e^{-G v_{t}} \\
& \stackrel{\text { Proposition } 2.3}{=} e^{\lambda t} . \tag{4.1}
\end{align*}
$$

Therefore, we have that for all $f \in \mathcal{B}(E,[0, \infty])$ and $t \geq 0$,

$$
\begin{aligned}
& \left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right] \stackrel{(4.1)}{=} e^{-\lambda t}\left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left[1-e^{-X_{t}(f)}\right] \\
& \stackrel{(2.3)}{=} e^{-\lambda t} \int_{\mathcal{M}_{f}(E)}\left(1-e^{-\mu\left(V_{t} f\right)}\right) \mathbf{Q}_{\lambda}(d \mu) \stackrel{(2.9)}{=} e^{-\lambda t}\left(1-e^{-G V_{t} f}\right) \\
& \stackrel{\text { Proposition 2.3 }}{=} 1-e^{-G f} \stackrel{(2.9)}{=} \int_{\mathcal{M}_{f}(E)}\left(1-e^{-\mu(f)}\right) \mathbf{Q}_{\lambda}(d \mu) .
\end{aligned}
$$

According to [21, Theorem 1.17], this says that

$$
\left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left(\cdot \mid\left\|X_{t}\right\|>0\right)=\mathbf{Q}_{\lambda}(\cdot), \quad t \geq 0
$$

Therefore $\mathbf{Q}_{\lambda}$ is a QSD of $X$. From (4.1) and (1.4), its mass decay rate is $\lambda$.

Proof of Proposition 2.5(2). Denote $\gamma=r / \lambda \in(0,1)$. We first claim that there exists a $\mathbb{Z}_{+}$-valued random variable $\{Z ; P\}$ with probability generating function $P\left[s^{Z}\right]=1-(1-$ $s)^{\gamma}, s \in[0,1]$. To see this, we set

$$
P(Z=n)=\frac{\gamma(1-\gamma) \cdots(n-1-\gamma)}{n!}, \quad n \in \mathbb{Z}_{+}
$$

Using Newton's binomial theorem (see [30, Exercise 8.22]), we get

$$
1-(1-s)^{\gamma}=\sum_{n=1}^{\infty} \frac{\gamma(1-\gamma) \cdots(n-1-\gamma)}{n!} s^{n}, \quad s \in[0,1],
$$

thus, such a random variable exists.
Now let $\left\{\left(Y_{n}\right)_{n \in \mathbb{N}} ; P\right\}$ be an $\mathcal{M}_{f}^{o}(E)$-valued i.i.d. sequence with law of the Yaglom limit $\mathbf{Q}_{\lambda}$. Let $Z$ and $\left(Y_{n}\right)_{n \in \mathbb{N}}$ be independent of each other. Define the probability $\mathbf{Q}_{r}$ on $\mathcal{M}_{f}^{o}(E)$ as the law of the finite random measure $\sum_{n=1}^{Z} Y_{n}$.

In the rest of this proof, we will argue that $\mathbf{Q}_{r}$ is a QSD of $X$ with mass decay rate $r$. To do this, we calculate that

$$
\begin{align*}
& e^{-\mathscr{L}_{\mathbf{Q}}} \boldsymbol{f}=P\left[e^{-\sum_{n=1}^{Z} Y_{n}(f)}\right]=P\left[P\left[\prod_{n=1}^{Z} e^{-Y_{n}(f)} \mid \sigma(Z)\right]\right]=P\left[e^{-Z \cdot \mathscr{L}_{\mathbf{Q}_{\lambda}} f}\right] \\
& =1-\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{\lambda}} f}\right)^{\gamma}, \quad f \in \mathcal{B}(E,[0, \infty]) . \tag{4.2}
\end{align*}
$$

Therefore, for each $t>0$ and $f \in \mathcal{B}(E,[0, \infty])$, we have

$$
\begin{aligned}
& \left(\mathbf{Q}_{r} \mathbb{P}\right)\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right]=\left(\mathbf{Q}_{r} \mathbb{P}\right)\left(\left\|X_{t}\right\|>0\right)^{-1} \cdot\left(\mathbf{Q}_{r} \mathbb{P}\right)\left[1-e^{-X_{t}(f)}\right] \\
& \stackrel{(2.3),(2.4)}{=}\left(1-e^{\left.-\mathscr{L}_{\mathbf{Q}_{r} v_{t}}\right)^{-1}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{r}} V_{t} f}\right) \stackrel{(4.2)}{=}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{\lambda}} v_{t}}\right)^{-\gamma}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{\lambda}} V_{t} f}\right)^{\gamma}}\right. \\
& \stackrel{(2.3),(2.4)}{=}\left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right]^{\gamma} \stackrel{\text { Proposition }}{=} \stackrel{2.5(1)}{=}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{\lambda}} f}\right)^{\gamma} \stackrel{(4.2)}{=} 1-e^{-\mathscr{L}_{\mathbf{Q}_{r}} f} .
\end{aligned}
$$

This proves that $\mathbf{Q}_{r}$ is a QSD. To see its mass decay rate is $r$, we calculate that for each $t \geq 0$,

$$
\left(\mathbf{Q}_{r} \mathbb{P}\right)\left(\left\|X_{t}\right\|>0\right) \stackrel{(2.4)}{=} 1-e^{-\mathscr{L}_{\mathbf{Q}_{r}} v_{t}}
$$

$$
\stackrel{(4.2)}{=}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{\lambda}} v_{t}}\right)^{\gamma} \stackrel{(2.4)}{=}\left(\mathbf{Q}_{\lambda} \mathbb{P}\right)\left(\left\|X_{t}>0\right\|\right)^{\gamma} \stackrel{\text { Proposition } 2.5(1)}{=} e^{r t} .
$$

### 4.2. Proof of Proposition 2.6

Proof of Proposition 2.6(1). First observe that for any $t \geq 0$,

$$
\begin{equation*}
e^{r t}=\left(\mathbf{Q}_{r}^{*} \mathbb{P}\right)\left(\left\|X_{t}\right\|>0\right) \stackrel{(2.4)}{=} 1-e^{-\mathscr{L}_{r}^{*}\left(v_{t}\right)} \tag{4.3}
\end{equation*}
$$

According to Lemma A.2, for any $t>0$, we know that $u \mapsto \mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(u v_{t}\right)$ is a $[0, \infty]$ valued concave function on $[0, \infty)$. According to Lemma A.3, for any $t>0$, we know that $u \mapsto 1-e^{-\mathscr{L}_{r}^{*}\left(u v_{t}\right)}$ is a [0,1]-valued concave function on [0, $\infty$ ). In particular, we have for any $t>0$ and $u \in[0,1]$ that

$$
\begin{equation*}
1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}\left(u v_{t}\right)}} \geq u\left(1-e^{\left.-\mathscr{L}_{\mathbf{Q}_{r}^{*}\left(1 \cdot v_{t} t\right.}\right)}\right)+(1-u)\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}\left(0 \cdot v_{t}\right)}}\right)=u\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(v_{t}\right)}\right) \tag{4.4}
\end{equation*}
$$

Recall that $T_{s, \epsilon}^{1}$ is the constant given in (3.30). Now for any $s>0, \epsilon>0$ and $t>T_{s, \epsilon}^{1}$ we have

$$
e^{r s} \stackrel{(4.3)}{=} \frac{1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}} v_{t+s}}}{1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}} v_{t}}} \stackrel{(3.30)}{\geq} \frac{1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(\frac{e^{\lambda s}}{1+\epsilon} v_{t}\right)}}{1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(v_{t}\right)}} \stackrel{(4.4)}{\geq} \frac{e^{\lambda s}}{1+\epsilon} .
$$

Letting $\epsilon \rightarrow 0$, we get the desired result.
Proof of Proposition 2.6(2). From the definition of QSD, we know that $\mathbf{Q}_{r}^{*}$ has no concentration on $\{\mathbf{0}\}$. Therefore $\mathscr{L}_{\mathbf{Q}_{r}^{*}}\left(\infty \mathbf{1}_{E}\right)=\infty$. According to Lemma A.2, we know that
$\mathscr{L}_{\mathbf{Q}_{r}^{*}}$ is a monotone concave functional. Knowing that $\mathbf{Q}_{r}^{*}$ is a QSD for $X$ with mass decay rate $r$, it can be verified that for each $f \in \mathcal{B}(E,[0, \infty])$ and $t \geq 0$,

$$
\begin{aligned}
& 1-e^{-\mathscr{L}_{\mathbf{Q}}^{*}}{ }^{*}=\left(\mathbf{Q}_{r}^{*} \mathbb{P}\right)\left[1-e^{-X_{t}(f)} \mid\left\|X_{t}\right\|>0\right] \\
& =e^{-r t}\left(\mathbf{Q}_{r}^{*} \mathbb{P}\right)\left[1-e^{-X_{t}(f)}\right] \stackrel{(2.3)}{=} e^{-r t} \int_{\mathcal{M}_{f}(E)}\left(1-e^{-\mu\left(V_{t} f\right)}\right) \mathbf{Q}_{r}^{*}(d \mu) \\
& =e^{-r t}\left(1-e^{-\mathscr{L}_{\mathbf{Q}_{r}^{*} V_{t} f}}\right) .
\end{aligned}
$$

### 4.3. Proof of Proposition 2.7

Proof of Proposition 2.7. This is now obvious from Lemma 3.5 and the fact that $G f=$ $\lim _{t \rightarrow \infty} \Gamma_{t} f$ for $f \in \mathcal{B}(E,[0, \infty])$ (Proposition 2.3).
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## Appendix

## A.1. Extended values

In this paper, we often work with the extended non-negative real number system $[0, \infty]$ which consists of the non-negative real line $[0, \infty)$ and an extra point $\infty$. We consider $[0, \infty]$ as the one point compactification of $[0, \infty)$; and therefore, it is a compact Hausdorff space. We also make the following conventions that

- $x+\infty=\infty$ for each $x \in[0, \infty]$;
- $x \cdot \infty=\infty$ for each $x \in(0, \infty]$;
- $\frac{1}{\infty}=0 ; \frac{1}{0}=\infty ; e^{-\infty}=0 ;-\log 0=\infty$.

Note that $\infty \cdot 0$ has no meaning, but we use the convention that $\infty \cdot 0=0$ when we are dealing with indicator functions. For example, we may write expression like

$$
h(x)=g(x) \cdot \mathbf{1}_{A}(x)+\infty \cdot \mathbf{1}_{E \backslash A}(x), \quad x \in E,
$$

as a shorthand of

$$
x= \begin{cases}g(x) & \text { if } x \in A \\ \infty & \text { if } x \in E \backslash A\end{cases}
$$

## A.2. Concave functionals

We say an $\mathbb{R}$-valued (or $[0, \infty]$-valued) function $f$ on a convex subset $D$ of $\mathbb{R}$ is concave iff

$$
f(r x+(1-r) y) \geq r f(x)+(1-r) f(y), \quad x, y \in D, r \in[0,1] .
$$

The following lemmas about concave functions are elementary, we refer our readers to [5, Chapter 6] for more details.

Lemma A.1. If $f$ is a non-decreasing $\mathbb{R}$-valued concave function on $(a, b]$ where $a<b$ in $\mathbb{R}$, then $f$ is continuous on $(a, b]$.

Lemma A.2. Suppose that $\{Z ; P\}$ is a $[0, \infty]$-valued random variable. Define $L(u):=$ $-\log P\left[e^{-u Z}\right]$ with $u \in[0, \infty)$, then $L$ is a $[0, \infty]$-valued concave function on $[0, \infty)$.

Lemma A.3. Suppose that $g$ is a concave function on some convex subset $D$ of $\mathbb{R}$, then so is $q:=1-e^{-g}$.

## A.3. Continuity theorem for the Laplace functional of random measures

In this subsection, we discuss the continuity theorem for finite random measures on Polish space. The following result is not new. We included it here for the sake of completeness. Let $E$ be a Polish space. Denote by $\mathcal{M}_{f}(E)$ the collection of all the finite Borel measures on $E$ equipped with the topology of weak convergence. According to [16, Lemma 4.5], $\mathcal{M}_{f}(E)$ is a Polish space.

Lemma A.4. Let $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of probabilities on $\mathcal{M}_{f}(E)$. Suppose that (1) for each $f \in \mathcal{B}_{b}\left(E,[0, \infty)\right.$ ), the limit $L f:=\lim _{n \rightarrow \infty} \mathscr{L}_{\mathbf{P}_{n}} f$ exists; and (2) for each $f_{n} \downarrow f$ pointwisely in $\mathcal{B}_{b}\left(E,[0, \infty)\right.$ ), Lf $f_{n} \downarrow L f$. Then there exists a unique probability $\mathbf{Q}$ on $\mathcal{M}_{f}(E)$ such that $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ converges weakly to $\mathbf{Q}$ and $\mathscr{L}_{\mathbf{Q}}=L$ on $\mathcal{B}_{b}(E,[0, \infty))$.

Proof. We say a $[0, \infty)$-valued functional $\Gamma$ on $\mathcal{B}_{b}(E,[0, \infty))$ is positive definite if

$$
\sum_{i, j=1}^{n} a_{i} a_{j} \Gamma\left(f_{i}+f_{j}\right) \geq 0
$$

for any $\mathbb{R}$-valued list $\left(a_{k}\right)_{k=1}^{n}$ and $\mathcal{B}_{b}(E,[0, \infty))$-valued list $\left(f_{k}\right)_{k=1}^{n}$. It is proved in [4, Theorem 3.3.3] that for any $n \in \mathbb{N}, f \mapsto e^{-\mathscr{L}_{\mathbf{P}_{n}} f}$ is positive definite on $\mathcal{B}_{b}(E,[0, \infty))$. Therefore, $f \mapsto e^{-L f}$ is positive definite. Now from [9, Corollary (A.6)] and the condition (2), we know that there exists a sub-probability $\mathbf{Q}$ on $\mathcal{M}_{f}(E)$ such that

$$
\begin{equation*}
\int_{\mathcal{M}_{f}(E)} e^{-\mu(f)} \mathbf{Q}(d \mu)=e^{-L f}, \quad f \in \mathcal{B}_{b}(E,[0, \infty)) \tag{A.1}
\end{equation*}
$$

Taking $f=0 \cdot \mathbf{1}_{E}$ in condition (1) we get that $L\left(0 \cdot \mathbf{1}_{E}\right)=0$. This says that $\mathbf{Q}$ is a probability on $\mathcal{M}_{f}(E)$. Now condition (1) and [21, Theorem 1.8] imply that $\left(\mathbf{P}_{n}\right)_{n \in \mathbb{N}}$ converges to $\mathbf{Q}$ weakly. Finally, (A.1) implies that $\mathscr{L}_{\mathbf{Q}}=L$ on $\mathcal{B}_{b}(E,[0, \infty)$ ).
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